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Abstract

A new magnetic imaging technique, i.e., spin-polarized scanning tunneling microscopy, is pre-

sented. The technique is based on the tunneling magneto resistance (TMR) effect between a

ferromagnetic tip and a ferromagnetic sample. By periodically changing the magnetization of

a magnetically soft tip in combination with lock-in technique, topographic and spin-dependent

parts of the tunneling current are separated and the topography and the magnetic structure

of the sample can be recorded simultaneously with high resolution. Besides magnetic imaging,

dynamic effects like domain wall mobility or the magnetic susceptibility can be studied locally

with the double frequency response in the limit of soft magnetic materials or strong stray fields

of the tip. We studied the closure domain structure of Co(0001) with high resolution and found

surprisingly narrow sections of the wall of 1.1 nm width, over an order of magnitude less than

previously observed in bulk Co. The ultra narrow domain walls are explained on the basis of a

simple micromagnetic model which predicts a wall width of 1.5 nm. Further, measurements of

the TMR versus the tunneling voltage and the tip-to-sample distance as well as the study of the

influence of a nonmagnetic Au layer on the TMR effect give deeper insight into the mechanisms

of spin-polarized tunneling.
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Zusammenfassung

Eine neue magnetische Abbildungstechnik, die spin-polarisierte Rastertunnelmikroskopie wird

vorgestellt. Die Technik basiert auf dem Tunnelmagnetowiderstandseffekt (TMR-Effekt) zwis-

chen einer ferromagnetischen Spitze und der ferromagnetischen Probe. Indem die Magnetisierung

der weichmagnetischen Spitze periodisch umgeschaltet wird und die dabei durch den TMR-

Effekt verursachten Schwankungen des Tunnelstroms mittels eines phasensensitiven Verstärkers

gemessen werden, können Spin abhängige und Topographie abhängige Anteile des Tunnelstroms

getrennt werden und Topographie und magnetische Struktur der Probe gleichzeitig mit ho-

her lateraler Auflösung abgebildet werden. Über die magnetische Abbildung hinaus kann die

Mobilität von Domänenwänden und die magnetische Suszeptibilität der Probe lokal über den

frequenzverdoppelten Anteil im Tunnelstrom studiert werden. Wir haben die Struktur der Ab-

schlußdomänen von Co(0001) mit hoher Auflösung abgebildet und haben überraschend scharfe

Domänenwände von einer Breite von nur 1.1 nm gefunden. Dieses ist eine Größenordnung

schärfer als die bekannten Domänenwände im Inneren eines Co Kristalls. Die scharfen Domänen-

wände werden mittels eines einfachen, mikromagnetischen Modells erklärt, welches eine Wand-

breite von 1.5 nm erwarten läßt. Drüber hinaus wurde der TMR-Effekt als Funktion der Tun-

nelspannung und des Spitzen-Proben-Abstands gemessen und der Einfluß einer unmagnetischen

Au Deckschicht auf den TMR Effekt untersucht. Die Messungen erlauben einen tieferen Einblick

in die Mechanismen des spin-polarisierten Tunnelns.
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Chapter 1

Introduction

The concept of domains defines regions in which all the elements of a region share a common spe-

cific property. A magnetic domain is a region in which the magnetic moments of all atoms point

into the same direction. Magnetic domains are the basic elements of the magnetic microstructure

of a magnet and link the basic physical properties of the magnet with its macroscopic properties

and applications [1]. In the early theories there was no clear concept of magnetic domains. They

were only considered as magnetic impurities in which the magnetization direction deviates from

the main orientation. Magnetic domains, however, were very quickly proven to be one of the key

issues in magnetism. They are not only crucial for the analysis of magnetization curves but also

in the development of new magnetic materials and the design of new magnetic devices. Thus,

an understanding of the domain configuration is highly required.

Magnetic imaging is of course fundamental for micromagnetism, even though the existence of

magnetic domains was initially not concluded from magnetic images but from the famous obser-

vations of Barkhausen [2], that magnetic hysteresis loops show discontinuous jumps attributed

to the switching of individual domains. Magnetic imaging has been one of the most important

driving forces for micromagnetism and has lead to valuable input for many theoretical micro-

magnetic studies. Different magnetic imaging techniques, i.e., methods to map in real space one

or several components of the magnetization vector or a related quantity, have been developed for

different specific problems. Beginning with the Bitter technique [3], where small ferromagnetic

particles are used to decorate the local stray fields exiting a sample surface, the field of magnetic

imaging has evolved quickly. Shortly after the utilization of magneto-optical effects to map a

component of the magnetization [4], high resolution transmission electron microscopy was used

to image domains in thin films [5]. Later, Koike and Hayakawa [6] established scanning electron

microscopy with polarization analysis of the secondary electrons (SEMPA), which allows to map

all three components of the magnetization of a surface. With surface sensitive techniques like

SEMPA, spin-polarized low energy electron microscopy (SPLEEM) or photoemission electron

microscopy (PEEM) magnetic resolutions of 10-30 nm have been achieved [7–9]. Several tech-
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niques, e.g., PEEM and x-ray microscopy [10], even offer element specific information on the

magnetization. Besides these techniques, magnetic force microscopy (MFM) has evolved to a

standard magnetic imaging technique, due to its fair resolution around several 10 nm [11] in

combination with its low costs and the small experimental efforts to carry out imaging.

Those magnetic imaging techniques mentioned above have already led to deep insights in

magnetism and yield important applications. Due to the resolution limit of those techniques,

however, not many experimental facts are known about the detailed structures of domains and

domain walls in magnetic materials on the length scales set by the magnetic exchange length,

i.e., below 10 nm. The knowledge about the magnetic structure on these small scales, however, is

believed to be crucial for the fundamental understanding of micromagnetism and the controlling

of magnetic media and devices in the near future. Especially, magnetism on the sub-micrometer

scale has attained increasing attention recently. Not only that in commercially available data

storage devices, the recording density has increased immensely so that bit lengths below 50 nm

have been demonstrated, but also in the field of patterned media [12–16] and magnetic non-

volatile memory cells, magnetic structures on the nanometer scale are aimed. Hence, a new

magnetic imaging technique with nanometer or even atomic resolution is highly required.

Since its invention in 1981 [17], scanning tunneling microscopy (STM) has developed into

a powerful surface analysis technique because it allows to investigate the surface structure in

real space with atomic resolution [18]. Working in the field of magnetic imaging, one may ask

the simple question: “Is it possible to develop a similar technique like STM to image magnetic

domains with high resolution?”.

The invention of spin-polarized scanning tunneling microscopy (Sp-STM) is the direct answer

to this question. During the last 10 years, many attempts have been made in this field [19–29].

Two different approaches have been of major importance to obtain sensitivity to the electron

spin. First, the use of ferromagnetic tips that lead to a spin-polarized tunneling current, and

second, the use of GaAs tips with spin-polarized carriers that are created by optical pumping with

circularly polarized light. Early attempts in the beginning of the nineties to use ferromagnetic

tips and utilize the tunneling magneto resistance effect [30] were only of limited success. The

experiments by Johnson and Clarke [19], who used bulk Ni tips to image the magnetic structure

of surfaces in air, were dominated by spurious effects like the tip magnetostriction and mechanical

vibrations of the tip due to magnetic dipolar forces between tip and sample. Almost at the same

time, Wiesendanger et al. [20] claimed to observe spin-polarized vacuum tunneling at room

temperature between a ferromagnetic CrO2 tip and the topological antiferromagnetic Cr(001)

surface. The separation of topography and magnetic structure, however, was not achievable

within this technique. In the mid nineties, a more promising approach to magnetic imaging [23–

26] using optically pumped GaAs tips and a lock-in technique to separate topographic and

magnetic information was established. However, it suffers from low contrast and an unintended

additional optical contrast of limited lateral resolution [26]. Up to now, no experiments have been
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published that prove the magnetic origin of the observed domains. Moreover, non-magnetic films

are reported to show a similar signal to the domains in magnetic films [31] raising the question of

the reliability of this method. Recently, the first approach to use ferromagnetic tips was revived

by different groups [28, 29]. Bode et al. used tungsten tips coated with a thin ferromagnetic

film to tunnel into the exchange-split surface state of Gd(0001) [28], Fe(001) [32] and recently of

Cr(001) [33]. A magnetic contrast could be separated from the topography by local tunneling

spectroscopy allowing magnetic imaging. This method, however, is limited to materials with

well defined exchange split states and requires a rather flat surface.

In this work, a new technique to image magnetic domains by locally measuring the tunneling

magneto resistance between a magnetic tip and the surface of a specimen is presented. By

applying an alternating current of frequency f through a small coil wound around the magnetic

tips, the longitudinal magnetization of the tip is switched periodically. (The whole volume of the

tip is ferromagnetic such that the field of the coil at the backside of the tip switches the end of

the tip between the two well known energetically favored states of opposite magnetization.) The

frequency f = 40−80 kHz was chosen far away from any mechanical resonances of the STM and

well above the cut-off frequency of the feed-back loop. In this way the variations of the tunneling

probability due to the TMR effect result in variations of the tunneling current while a constant

tip-to-sample distance is kept. The variations on the top of the average tunneling current set by

the feed-back loop were detected with a phase sensitive lock-in amplifier. The average tunneling

current is used as the feed-back to image the topography as a normal STM measurement. By

this, the spin-dependent information and the topographic information are separated [29]. The

technique offers a high magnetic contrast, fast data acquisition times in the range of ms/pixel.

The lateral resolution of the technique is demonstrated to be well below 1 nm. Besides, in the

presence of a short pulse of the external magnetic field, the local wall mobility can be studied

dynamically.

As the TMR effect is proportional to the scalar product of the magnetization of the tip and

the sample surface [34], the technique is sensitive to the magnetization component of the sample

parallel to the tip magnetization. In the present case, where needle like magnetic tips are used,

it is sensitive to the magnetization component perpendicular to the sample surface.

Due to the close proximity of the tunneling tip to the sample, the magnetic dipole interaction

between these two ferromagnets cannot be neglected in all cases. For sharp tips and magnetic

hard samples, no significant modifications of the domain structure by the tip is present. In the

limit of soft magnetic material or strong stray fields of the tip, the sample magnetization can

oscillate with the same frequency of the modulation frequency due to the influence of the stray

field of the tip. This behavior is related to the local magnetic susceptibility. As the changes of

both the tip and the sample magnetization are of the same frequency, the local susceptibility

can be obtained as the double frequency response of the tunneling current. This can be used

for dynamic studies like measurements of the wall mobility.
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In addition to magnetic imaging and local magnetic susceptibility, the technique also allows to

study the tunneling magneto resistance in a clean system. In comparison with planar tunneling

junctions with insulator barriers, that are commonly studied presently, Sp-STM has well defined

electrodes and an impurity free vacuum barrier. This offers the possibility to learn more about

the fundamental physics of spin-polarized tunneling.

In the next chapter a short outline of the theoretical background of the tunneling magneto

resistance effect will be given. Chapter 3 describes the experimental setup. The main results

and discussions of this thesis will be presented in chapter 4. And finally a brief summary and

conclusion will be given in Chapter 5.



Chapter 2

Theoretical background

Spin-polarized tunneling can be traced back to the early 1970s. The experiments of Tedrow

and Meservey in 1971 [35], which addressed the magnetic field dependence of tunneling spectra

between a superconducting Al film and the ferromagnetic metal Ni, gave the first evidence of

spin conservation in electron tunneling. Under the influence of a strong magnetic field, the

quasiparticle density of states of the superconducting Al film is split into spin-up and spin-down

components [36] and the magnetization of the Ni film is fully aligned. The observed asymmetry

of the tunneling conductance between states of different spin orientation of the Al film and the

states of the ferromagnetic Ni film reflects the spin polarization of the Ni film.

In the sprit of Tedrow and Meservey’s experiments, Jullière discovered that the tunneling

between two ferromagnetic films is spin sensitive as well [30]. In his experiments, two magnetic

films, Fe and Co, are isolated by a thin Ge film to form a tunneling junction. The two magnetic

films are chosen to have the same easy axis of magnetization, but different coercive fields. These

properties permit to align their magnetization parallel (when the applied magnetic field is higher

than both coercive fields) or antiparallel (when the magnetization of the soft layer is switched

and the external field is between the two coercive fields). Therefore, the difference between

the tunneling conductance of the parallel and antiparallel configuration (tunneling magneto

resistance) can be detected by tuning the magnitude of the external field. With this smart design,

Jullière was able to obtain a tunneling magneto resistance of up to 14% at low temperatures

(4.2 K). In his paper, he also proposed a very simple model to explain the tunneling magneto

resistance effect by assuming spin conservation in tunneling.
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2.1 Jullière’s model - a phenomenological explanation

Although the model given by Jullière is so simple that it even could not predict the correct sign of

the spin polarization of some materials,1 it indeed gives a clear physical picture of the magneto-

tunneling phenomena. To understand it, we need to look at the differences in the bandstructure

between a nonmagnetic material and a ferromagnetic material as only the tunneling between

two ferromagnetic electrodes shows the tunneling magneto resistance effect.

2.1.1 Bandstructure difference between ferromagnetic and nonmagnetic ma-

terial
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Figure 2.1: Comparison between the density of states (DOS) of a nonmagnetic material (Cu)

and a ferromagnetic material (Co). For fcc Cu, the DOS for spin-up and spin-down electrons

are identical (a). For hcp Co, the DOS for spin-up and spin-down electrons are different (b).

The figures are taken from ref. [39].

Experimentally, we know that the electron has a spin of 1/2 and hence can be described by

the expectation value of Sz, which can point in two directions, either the spin-up or the spin-

down direction [38]. In a nonmagnetic material, for instance Cu, Au etc., the distributions of

spin-up and spin-down electrons are identical. Due to the exchange interaction in a ferromagnetic

material like Fe, Co, Ni etc., the potential of the electrons with spin orientation parallel to the

molecular field is lower than that of the electrons with spin antiparallel to the molecular field.

This causes an exchange splitting of the electron states in energy and, as a consequence, the

distributions of spin-up and spin-down electrons are different. In the density of states shown in

Fig. 2.1 we can clearly see the asymmetry in the bandstructure of a ferromagnetic material in

1At that time, the spin polarization was defined as the asymmetry of the density of states at the Fermi level.

Later, the spin polarization was redefined by Mazin [37] according to the different measuring methods. Then the

conflict disappeared.
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contrast to a nonmagnetic material. In Fig. 2.1a, the density of states of a typical nonmagnetic

material, fcc Cu, is symmetric for spin-up and spin-down electrons. The density of states of

a typical ferromagnetic material, hcp Co in Fig. 2.1b, however, shows a clear asymmetry for

spin-up and spin-down electrons. The asymmetry of the distribution causes a difference in the

tunneling probability for spin-up and spin-down electrons as the tunneling probability is strongly

related to the DOS.

2.1.2 Spin conservation in tunneling - an assumption

As the tunneling barriers used for magneto-tunneling junctions usually are nonmagnetic metal

oxides like Al2O3 or MgO in which the spin orbit coupling is small or vanishing, spin-flip tunnel-

ing which is mainly induced by spin orbit coupling, magnetic impurity scattering and magnon

excitation, can be considered as only a minor effect, especially in the approximation of small bias

voltages. Therefore, it is generally believed that the spin is conserved in the tunneling process,

i.e., the electrons keep their spin orientations during tunneling. The spin orientation of spin-up

electrons still points upward while the spin orientation of the spin-down electrons still points

downward after tunneling.

2.1.3 Formalism of tunneling magneto resistance effect

In a magneto-tunneling junction, two ferromagnetic materials with spin polarizations P1 and P2

are separated by a tunneling barrier. At a small bias, most of the electrons are tunneling near the

Fermi level. The spin polarization Pi is defined as the asymmetry of the spin-up and spin-down

electrons at the Fermi energy, i.e., (N↑−N↓)/(N↑+N↓) with N↑ and N↓ the number of spin-

up and spin-down electrons, respectively. When the magnetization of these two ferromagnetic

materials is parallel, then their spin axes, which are defined as parallel to the magnetization

directions, are also parallel. As mentioned above, the electrons keep their spin direction during

the tunneling process. Hence, the spin-up and spin-down electrons of magnetic material 1 tunnel

into the spin-up and spin-down empty states of magnetic material 2, respectively. Assuming the

tunneling probability is proportional to the product of the density of states of each electrode [35],

the tunneling conductance GP at a small bias is proportional to:

N↑(1)N↑(2) +N↓(1)N↓(2) (2.1)

In the case of antiparallel configuration, the spin-up electrons of magnetic material 1 tunnel into

the spin-down empty states instead of the spin-up empty states of magnetic material 2. The spin-

down electrons of magnetic material 1 tunnel into the spin-up empty states of magnetic material

2. This, at the first sight, might be a little bit confusing but due to the antiparallel configuration,

the roles of minority and majority electrons are swapped in one of the electrodes. The spins of

the tunneling electrons are still conserved as their respective spin axes are opposite in these two
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magnetic materials. Therefore, the tunneling conductance for antiparallel configuration GAP at

a small bias is approximatively proportional to:

N↑(1)N↓(2) +N↓(1)N↑(2) (2.2)

The TMR effect, which is defined as the change of conductance ∆G between the parallel and

antiparallel configuration divided by the conductance in the parallel configuration GP , can be

written as: �G
GP

=
2P1P2

1 + P1P2
(2.3)

From this formula, it can be seen that the tunneling magneto resistance effect vanishes if either

P1 or P2 is zero, for instance, if one of the magnetic electrode is replaced by a nonmagnetic

material. Hence, only in the case that both electrodes are spin-polarized the tunneling magneto

resistance effect remains.

So far, we discussed the tunneling conductance for the parallel and antiparallel configuration.

In the following, we will consider the tunneling conductance in another possible configuration,

that is when the magnetization directions of both layers are perpendicular to each other. For

simplicity, we assume that the first magnetic layer has different distribution for spin-up and

spin-down electrons and the second magnetic layer has different distribution for spin-left and

spin-right electrons, respectively. When the spin-up electrons of the first magnetic layer tunnel

into the second magnetic layer, they do not know wether they are spin-left or spin-right electrons.

Neither spin-left nor spin-right are eigenvalues for the wave function of the spin in the first

electrode, but they are linear combination of those according to their projection which is 1√
2
.

Therefore, the spin-up electrons simply have the same probability to enter either spin-left or

spin-right states. As mentioned above, the conductance at small bias is proportional to the

product of the density of states at the Fermi level of the two layers. For the spin-up electrons,

it can be written as:

1

2
N↑(1)N←(2) +

1

2
N↑(1)N→(2) (2.4)

Similarly, the tunneling conductance for the spin-down electrons to cross this junction can be

written as:

1

2
N↓(1)N←(2) +

1

2
N↓(1)N→(2) (2.5)

The total conductance of the tunneling junction is the sum of both. One can figure out that

it is exactly the average value of the tunneling conductance for the parallel and antiparallel

configuration. The same conductance is found when the magnetization of one electrode is

reversed and hence the TMR is zero.

As the magnetization is a vector, it can be split up into several components. When the magne-

tization of both magnetic layers points into arbitrary directions, the magnetization of the second
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layer can be considered to have two components, i.e., the component parallel/perpendicular to

the magnetization orientation of the first layer, respectively. As discussed above, the magneti-

zation component of the second layer which is perpendicular to the magnetization of the first

layer has no contribution to the magneto-tunneling current. Only the magnetization component

which is parallel to the magnetization orientation of the first layer has the contribution to the

TMR effect. This contribution is proportional to the scalar product of the two layer magneti-

zation. Hence, the tunneling magneto resistance effect is proportional to cos θ with θ the angle

between the magnetization of the two layers. This angular dependence of the TMR effect has

been confirmed experimentally by Miyazaki and Tezuka [40] in 1995.

2.2 Slonczewski’s model - a quantitative calculation

Following Stearns’ theory [41], Slonczewski gave a quantitative model [34] to calculate the spin-

polarized tunneling within the free electron approximation for arbitrary magnetization alignment

of two magnetic layers isolated by a thin tunneling barrier.

x
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h=h

A

U
0

U

h=h
B

z’

Y’

x’

z

�
h=0

E
F

1 2 3

0 d �

Figure 2.2: Schematic potential distribution for two metallic ferromagnets separated by an

insulating barrier. The molecular fields hA(t) and hB(t) within the magnets form an angle of

θ. They are parallel to the static axes z and z’ at t = 0, respectively. The figure is taken from

Ref. [34].

As shown in Fig. 2.2, Slonczewski considered two magnetic layers (layer 1 and 3) with

the potential energy U = 0 and molecular fields h = hA and hB , respectively, isolated by a

nonmagnetic rectangular barrier (layer 2). This barrier has a potential energy U = U0 and

vanishing molecular field h = 0. For simplicity, he assumed the external voltage between the

electrodes V = 0 and |hA| = |hB | = h0. However, the direction of hA and hB , as well as the

corresponding spin quantization axes z and z′, differ by an angle of θ (see Fig. 2.2). Note that



10 Chapter 2. Theoretical background

only the mutual relationship between the coordinate systems x, y, z and x′,y′,z′ matters. Their

orientation with respect to the plane of the junction does not matter.

As the transverse momentum (the momentum parallel to the interface) k‖ is conserved

during the tunneling process, only the longitudinal part of the momentum is considered. In a

free-electron approximation of the spin-polarized conduction electrons inside each ferromagnet,

the longitudinal part of the effective one-electron Hamiltonian can be written as:

Hξ = −1

2
(
d

dξ
)2 + U(ξ) − h(ξ) · σ (2.6)

Here the unit system incorporates the unit of electron mass and the unit of Planck constant. The

term −h(ξ)·σ is the internal exchange energy with −h(ξ) the molecular field and σ = 2s (s is the

eigen function of spin, ±1
2) the conventional Pauli spin operator. We can write the Schrödinger

equation Eq. 2.6 and obtain the electron energy for each layer. Inside the ferromagnets (layer 1

and 3), the one electron energy is:

Eξ =
1

2
k2σ − σh0, σ = ±1 or ↑, ↓ (2.7)

where kσ are the electron momenta for spin-up and spin-down electrons, respectively. Inside the

barrier (layer 2), the energy is

Eξ =
1

2
κ2 + U0, σ =↑, ↓ (2.8)

where iκ is the imaginary momentum inside the barrier.

Consider a spin-up incident plane wave having unit incident flux in region 1 (ferromagnetic

1, ξ < 0 in Fig. 2.2). Taking into account all the boundary conditions, the eigenfunctions of Hξ

(eigenvalue Eξ) in the three regions can be written as

In region 1 (ξ < 0):

ψ↑1 = k
−1/2
↑ eik↑ξ +R↑e−ik↑ξ, ψ↓1 = R↓e−ik↓ξ, (2.9)

In region 2 (0 ≤ ξ ≤ d):
ψσ2 = Aσe

−κξ +Bσe
κξ, σ =↑, ↓, (2.10)

In region 3 (ξ > d):

ψσ3 = Cσe
ikσ(ξ−d), σ =↑, ↓, (2.11)

In the above equations, the eight unknowns Rσ, Aσ, Bσ, Cσ (σ =↑, ↓) can be obtained by

matching ψσ and dψσ/dξ at the interfaces ξ = 0 and ξ = d. The change in the quantization axis

at ξ = d requires the spin or transformation

(
ψ↑2
ψ↓2

)
=

(
cos(θ/2) sin(θ/2)

− sin(θ/2) cos(θ/2)

)(
ψ↑3
ψ↓3

)
(2.12)

and similarly for the derivatives.
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With the obtained parameters, the conventional particle transmission coefficient can be

calculated as

T = Im
∑
σ

ψ∗σ
dψσ
dξ

(2.13)

Considering only zero temperature and in the limit of a small barrier factor, a narrow distribution

of electrons near the normal incidence with Eξ close to EF carry most of the current. Therefore

κ(Eξ) and kσ(Eξ) can be replaced with κ(EF ) and kσ(EF ), respectively, in calculating the

conductance G due to tunneling. By summing the charge transmission over Eξ and k|| for

occupied states in the usual manner [42], one finds the conventional expression for the tunneling

conductance.

G = (e2/8π2�)(κT/d) (2.14)

For simplicity, only the tunneling magneto resistance effect between two identical magnetic

layers f across the barrier b is considered for the moment. According to the above calculation

of the transmissivity, the tunneling conductance can be written as,

G = G0
fbf (1 + PfbPfbcosθ) (2.15)

with the effective spin polarization of the ferromagnetic-barrier couple

Pfb =
(k↑ − k↓)
(k↑ + k↓)

(κ2 − k↑k↓)
(κ2 + k↑k↓)

(2.16)

and the mean conductance

G0
fbf =

κ

�d
[
eκ(κ2 + k↑k↓)(k↑ + k↓)
π(κ2 + k2↑)(κ2 + k2↓)

]2e−2κd (2.17)

Assuming k↑ = k↓ (nonmagnetic electrode), the formula also gives the tunneling conductance

between two nonmagnetic electrodes.

In a more general treatment of this problem, the ferromagnetic electrodes f and f ′ can have

different compositions. Thus, the quantities k↑ and k↓ are assumed to be different for the two

electrodes. One finds easily,

G = G0
fbf ′(1 + PfbPf ′bcosθ) (2.18)

where Pfb (Pf ′b) is given with k↑, k↓ replaced by k↑f , k↓f (k↑f ′ , k↓f ′), respectively.

Slonzweski’s model gives a clear dependence of the tunneling conductance of the junction

with the relative projection of the magnetizations of two magnetic layers. This is in agreement

with Jullière’s model mentioned above. In comparison with Jullière’s model, Slonzweski pointed

out the importance of the barrier for the tunneling magneto resistance effect. The tunneling

magneto resistance effect not only depends on the spin polarization of the magnetic electrodes,

but also correlates with the barrier properties.
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2.3 Bandstructure effects

Jullière’s model gave a qualitively explaination why the tunneling conductance between two

magnetic layers isolated by a thin isolating layer depends on the relative alignment of the mag-

netization. Slonzewski explained the effect in a more quantitative model which also includes

the effect of the tunneling barrier. In a real junction, however, different states have different

effective masses and velocities, and therefore the complete bandstructure of materials, both of

the magnetic and the insulating layers have to be considered. Also, the interfaces between fer-

romagnet and insulator barrier need to be included. Recently, theoretical works have obtained

further understanding for the TMR effect along this direction [43–45].

Many experiments [28, 46–48] have shown a strong relation between the TMR effect with the

bandstructure. The TMR observed in most of the experiments is positive (the tunneling con-

ductance for parallel configuration is higher than that for antiparallel configuration). Recently,

also a negative TMR has been found in some experiments [46–48]. De Teresa et al. [47, 48]

used La0.7Sr0.3MnO3 as an electrode to tunnel through SrTiO3 barrier into a Co film. It was

observed that the TMR of the junction changed its sign when the bias voltage crossed 0.8 V.

The result can be explained in the following way: as the barrier used in this junction, SiTiO3

has a predominant d-d bonding between fcc Co and Ti or Si at the interface, d-electrons are

dominant in tunneling. When the bias voltage changes, the tunneling reflects the bandstructure

of the fcc Co d-band, which changes its polarity when the bias voltage crosses 0.8 V. Meanwhile,

La0.7Sr0.3MnO3 is half metallic ferromagnetic oxide. The sign of the polarization of half metallic

ferromagnetic oxides usually does not change with the bias voltage. As the polarity of the TMR

depends on the product of the two electrodes’ polarization (see Jullière’s model, Eq. 2.3) it also

changes sign when the bias voltage crosses 0.8 V. Almost at the same time, Sharma et al. [46]

used two different oxide layers to form an asymmetric tunneling barrier. The tunneling junc-

tion, Ni80Fe20/Ta2O5/Al2O3/Ni80Fe20 which has two different metal-insulator interfaces, (one

Ni80Fe20/Ta2O5 and the other Al2O3/Ni80Fe20), also leads to a negative TMR effect for certain

bias voltages. The effect was explained by very different band structures of Ta2O5 and Al2O3

and consequently different bounding characteristics. The relative contribution from s-electrons

and from d-electrons to the tunneling current could be markedly different at the two interfaces

even though the electrode materials are the same. Similar to fcc Co, which was calculated by

Tsymbal et al. with first principle theory [49], the spin polarization of s-electrons in Ni80Fe20

could be opposite in sign compared to the spin polarization of the d-electrons. The character of

the tunneling electrons is different for different interfaces, thus leading to spin polarizations of

opposite signs and to a negative TMR at certain bias voltages. Inspired by the prediction of os-

cillations of the TMR in FM-NM-I-NM-FM2 systems as a function of NM layer thickness [50, 51],

Moodera [52] et al. measured the dependence of the TMR of Co/Au/Al2O3/Ni80Fe20 junction

2FM: ferromagnetic layer, NM: nonmagnetic layer, I: insulating layer
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on the Au layer thickness. They found oscillations with the Au layer thickness which originate

from quantum well states (QWS) in the Au layer. The experiments of Bode et al. [28], where a

thin magnetic film coated tip is used to tunnel into the exchange split surface states, revealed

the role of spin-polarized surface states.

Experimentally, high values of TMR can be achieved with good reproducibility even at room

temperature. This leads to some important applications, like magnetic random access memory

(MRAM), magnetic reading heads and picotesla field sensors. Many theoretical efforts have

contributed to the understanding of the effect, too [53]. The tunneling magneto resistance

effect, however, is still not very well understood. In this work, some open questions for the

simple case of tunneling through a vacuum barrier will be discussed.
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Chapter 3

Experimental setup

3.1 UHV-chamber and surface analysis techniques

The Sp-STM system contains two chambers, a preparation-, a Sp-STM-chamber and a two

stages load-lock (see Fig. 3.1). The two stages load-lock allows a fast transfer of samples and

STM scanners into the main chamber without breaking the vacuum. This is important for

Sp-STM measurements as we use special magnetic tips. Once a tip is crashed into a dirty or

a nonmagnetic sample, the end of the tip can become nonmagnetic. Thus the tip will lose the

magnetic sensitivity and needs to be changed. The first stage of the load-lock is an air-lock stage

which is equipped with a small turbo pump. The second stage is an ion pump supported sample-

store stage. The samples and scanners are first inserted into the air-lock stage. The pressure

in the air-lock can reach ∼ 10−7 mbar within half an hour after starting the turbo pump (after

short baking the vacuum with pressure of ∼ 10−9 mbar can be recovered ). After that, the

scanners and samples can be transferred into the sample-store stage and further inserted into

the main chamber with a wobble stick.

The base pressure in the preparation- and Sp-STM chamber is 6.0 × 10−11 mbar. The

preparation chamber is equipped with a differentially pumped ion gun for sample cleaning by

Ar ion sputtering, an Auger electron spectrometer (AES), a low energy electron diffractometer

(LEED), and several electron beam evaporators. The AES and LEED are positioned face to

face. This allows to combine the electron source of the AES and the screen of the LEED to do

medium energy electron diffraction (MEED).

After the sample preparation, the samples are transferred to the Sp-STM chamber by a small

wagon. In the Sp-STM chamber, besides Sp-STM setup, an ion gun is used for in-situ tip cleaning

and a magnet is used to crosscheck the magnetic origin of obtained contrast, respectively. Since

a new approach of Sp-STM is used, it will be discussed in more detail in the following sections.
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Figure 3.1: Top view of experimental setup. The system contains two main chambers, a prepa-

ration chamber, Sp-STM chamber and a two stage load-lock system.

3.2 Sp-STM setup

3.2.1 STM

Before going to the detailed setup of spin-polarized STM, I will give a short introduction of STM

from which Sp-STM is modified. The principle of STM is based on the tunneling phenomena.

As the electrons are quantum particles, they have wave like properties besides the particle like

properties. Due to these wavelike properties, the electrons can tunnel through a barrier with

the height higher than their energy. To understand the tunnel effect quantitatively, one needs

to solve the Schrödinger equations as shown in the last chapter. For simplicity, one dimensional

electron tunneling is considered. Electrons with momentum k and kinetic energy E that tunnel

through a barrier which has a width of d and a height of V (V > E), have an imaginary

momentum iκ inside the barrier if their kinetic energy is lower than the barrier height. The

Schrödinger equation can be solved analytically and the transmission (tunneling probability) T

of the electrons is obtained as:

T ≈ A

d
e−2κd (3.1)

The imaginary momentum iκ depends on the kinetic energy E and barrier height V . Therefore,

the tunneling probability decays nearly exponentially with the width of the tunnel barrier d.

Assuming an barrier height of 4 eV, the intensity of the transmitted electrons becomes one

order of magnitude smaller when the width of the barrier increases by 1 Å. Hence, the tunneling

current is very sensitive to the barrier width and can serve as a feed-back to control the barrier

width. Scanning tunneling microscopy is based exactly on this principle.
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In a STM, three piezoes are used to control the movement of the tip in the x, y, and z-

directions. The piezo coefficients of those piezoes are in the range of 10 nm/V. Hence, by

applying a voltage on the piezo, one can control the movement of the tip in a very accurate way.

For instance, 1 mV yields a change in distance of 0.1 Å. Applying a constant voltage between

the tip and the sample and bringing the tip very close to the sample surface (several Å above

the sample surface), a measurable tunneling current between the tip and the sample surface

across the vacuum barrier is detected. The detected current serves as a feed-back to adjust

the voltage applied to the piezo in the z-direction. In this way, the vertical movement of the

tip is well controlled and a constant tunneling current is kept. Assuming that the local work

function of the sample is homogeneous on the scanning area, a constant tunneling current means

a constant tip-to-sample distance. Under this condition, the tip follows exactly the morphology

of the sample surface when scanning along the x- and y-directions. Recording the vertical

piezo voltage of each pixel, Vz(x, y), and multiplying each value by the piezo coefficient cz the

morphology information z(x, y) can be resolved:

z(x, y) = czVz(x, y) (3.2)

Hence, STM can measure the morphology of the sample surface with high resolution. Under

favorable circumstances, atomic resolution can be achieved. As the electrons have a spin, it is

possible to detect the sample magnetization if the spin information of the tunneling electrons

can be resolved. Spin-polarized STM is the technique to resolve the spin information of the

tunneling electrons and image the magnetic domain structure.

3.2.2 Sp-STM basic setup

The Sp-STM system is a modified commercially available micro STM system [29, 54]. Although

this STM has only a very simple viton damping system which is not quite satisfactory for high

resolution imaging measurements, it has the advantage that it doesn’t use an eddy current

damping system. This is important for our purpose as we are using a very soft magnetic tip.

The coercivity of the tip is so small that the magnetization of the tip is easily disturbed by a

small external field from, e.g., the magnets of an eddy current damping system.

In contrast to a normal STM in which a nonmagnetic tip is used, we use a very soft mag-

netic tip (see Fig. 3.2). A small coil is wound around the magnetic tip. The photograph of

the real magnetic tip which is mounted on the top of the scanner head is shown in Fig. 3.3. A

small AC current (in the range of 10 mA) is fed through the coil. Therefore, an AC magnetic

field is generated and the longitudinal magnetization of the tip is periodically switched between

the two well known energetically favored states of opposite magnetization. Hence, besides the

nonmagnetic tunneling, an AC magneto-tunneling current is added due to the periodical mag-

netization alignment of the tip. One of the key points of this technique is that the frequency
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Figure 3.2: A simple sketch of spin-polarized scanning tunneling microscopy

of the AC current, f = 40 − 80 kHz, is chosen far away from any mechanical resonances of

the STM and well above the cut-off frequency of the feed-back loop. Thus, the noise caused

by mechanical vibrations can be minimized. As the frequency of the AC current is well above

the cut-off frequency, only the DC component of the tunneling current enters into the feed-back

loop to stabilize the tunneling current and keep a constant tip-to-sample distance. Mapping

the vertical distance change on the sample surface, one obtains the morphology of the sample

surface as an usual STM measurement. The stabilization of the DC tunneling current is very

important for the magnetic imaging as the magneto-tunneling current is proportional to the DC

tunneling current. Any changes of the DC tunneling current induces additional noise.

Based on the TMR effect, the periodical switching of the tip magnetization causes an AC

tunneling current. This AC tunneling current is sensitive to the magnetization orientation

on the sample surface and can be measured with a phase sensitive lock-in amplifier. As the

magneto-tunneling current is a linear function of the magnetization alignment between the

tip and sample surface as discussed in previous chapter, and the magnetization of the tip is

switched between two well defined states of longitudinal magnetization, the projection of the

sample surface magnetization to the magnetization of the tip is measured and perpendicular

magnetic contrast is achieved.
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Figure 3.3: A picture of the Sp-STM scanner end

As the small coil used to switch the tip magnetization is located just around the tip, i.e.,

close to the signal line of the tunneling current, besides switching the tip magnetization the

coil also generates an induction signal of the same frequency. The induction signal can also

be picked up by the preamplifier and enters the lock-in amplifier. Therefore, an unwanted

background signal is generated in the tunneling current besides the magneto-tunneling current.

To subtract the background and obtain the pure magneto-tunneling signal, we retract the tip

from the sample surface. When the tip is retracted the tunneling current becomes zero, i.e.,

there is no magneto-tunneling current. Only the induction generated by the AC current through

the small coil remains. In this way, the background signal of the lock-in, which is caused by the

induction of the coil, is obtained and can be used for checking the relative sign of magnetization

component in the obtained structure.

In addition to magnetic imaging, in the limit of soft magnetic materials or strong stray

fields of the tip, the sample magnetization can oscillate with the same frequency due to the

influence of the stray field of tip. This behavior is related to the local magnetic susceptibility.

As the change of both the tip and sample magnetization are of the same frequency and the TMR

effect is proportional to the scalar product of both magnetization, a double frequency signal is

generated. It can be obtained in the 2f channel of the lock-in amplifier.

In a brief summary of this technique, we can obtain the morphology in the z channel, the

magnetic domains in the 1f channel of the lock-in amplifier, and the local magnetic suscepti-

bility in the 2f channel of the lock-in amplifier. Moreover, these three images can be obtained

simultaneously.
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3.3 The magnetic tip

3.3.1 Tip material

To avoid vibrations of the tip during switching of its magnetization, special care has to be taken

in the choice of the tip material. For optimal performance, one needs low coercive fields of the

material to minimize magnetic dipole forces between the tip and the exciting coil. One needs

a vanishing magnetostriction of the tip material to prevent changes of the tip length during

switching. Besides, the magnetization loss should be low to avoid energy dissipation and by

this periodic heating and thermal expansion of the tip and the tip material should have also

low saturation magnetization to minimize the influence of the tip stray field on the sample.

For these reasons, the tip material is carefully selected from an amorphous metallic glass of the

FeCoSiB family with high Co concentration. The material offers extremely low coercivity in the

range of 50 µT with high initial susceptibility, vanishing magnetostriction (< 4× 10−8) and low

saturation magnetization of only 0.5 T combined with low magnetization losses at frequencies

up to 100 kHz. The magnetic tips are made of Co based amorphous wires with the diameter of

130 µm. The wire is obtained by the in-rotating-water quenching technique [55]. The FeCoSiB

alloy ingots were molten in a quartz crucible with a 130 µm hole through which the melt

was injected into a rotating water bath. The magnetic behavior of amorphous magnetic wires

strongly depends on the concentration of different components. Co-rich alloys with adequate

additives exhibit vanishing magnetostriction and do not show bistability [56]. Proper thermal

treatments can reduce the internal stresses coming from the fabrication procedure and by this

achieve low coercive fields, high initial susceptibility and vanishing magnetostriction [57]. The

magnetic wires used in the experiments shown in this thesis have been kindly provided by

M. Vázquez [58].

3.3.2 Etching of tips

Electrochemical etching is a common technique for preparing sharp STM tips. A sharp tip is

crucial for Sp-STM as imaging with a magnetic tip needs microscopically sharp tips to minimize

the stray field of the tip. Hence, we use electrochemical etching to produce the magnetic tip as

this method is known to result in especially sharp tips [59].

As the tip material is a Co based FeCoSiB alloy, the material contains four different elements.

We use a mixture of HCl and HF acids to etch the magnetic tip. Particularly, the HCl acid is

used for etching Fe and Co and the HF acid for Si and B. The detailed concentration of the

etching acid is 100 : 10 : 5 in volume for ion free water, 32% HCl and 40% HF. As shown in

Fig. 3.4a, a magnetic wire of about 5 mm long is glued to two copper pipes at both ends to

make it easier to handle. A Pt ring is used as one of the electrodes and the Cu pipe is served as

the other one. First, the Pt ring is put into the acid and slowly pulled up to form a thin acid
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membrane on the ring. The ring has to stay horizontally to obtain a homogeneous membrane.

(A tilted ring usually causes the breaking of the membrane.) After the membrane is formed, the

magnetic wire is brought to the proper position into the membrane. A DC voltage is applied

between the Cu pipe and Pt ring to produce the etching current. As the Fe, Co ions are positive

ions, the Cu pipe/Pt ring is connected as a positive/negative electrode, respectively, to carry

these positive ions away from the magnetic wire so as to produce a sharp tip. The speed for

etching influences the shape of the etched tip. This is due to the fact that different etching

currents cause different ion distributions inside the membrane so as to induce different etching

speed distributions. Usually, the etching speed is higher in the center and lower at the surfaces

of the membrane. In this way, a tip is produced. If the etching speed is too fast, the etched

tip usually is a dull one. If the etching speed is too low, the tip is too long and pointed. This

kind of tip usually is not stable enough for STM imaging. Additionally, a good shape of the

magnetic tip can avoid magnetic pinning which is not good for the completely switching of the

tip magnetization. Hence, it is quite important to choose a correct speed to etch the Sp-STM

tips. In our case, we use a two-step etching method. To control the speed of the etching, we

choose a multimeter to select the desired current for etching. At the beginning, we used 1 mA for

the etching current. The etching process is controlled under a microscope. When the diameter

of the magnetic wire at the center of the membrane becomes around one quarter of its origin

value, the tip already shows a good shape. After this pre-etching for the shape, we reduce the

etching current to around 200 µA to form a very sharp apex.

I

Cu pipe

Cu pipe

Pt ring

Etching
acid

Magnetic
wire

etched tip

10µmSEM

(b)(a)

Figure 3.4: A simple sketch for etching (a) and a typical tip etched by this method (b). The

image was kindly provided by Dr. G. Steierl.

Fig. 3.4b presents a scanning electron microscopy (SEM) image of the end of magnetic tip

electrochemically etched with the technique above mentioned. It shows a conical like tip end

with an opening angle of ≈ 12◦.
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Figure 3.5: (a) A STM image of the position where a tip was crashed. (b)&(c) are line scans

across the very end of the crash along the x&y- directions, respectively.

To estimate the sharpness of the tip further, we performed a simple measurement. We gently

crashed the tip into the sample surface and after that we made a topographic measurement at

the tip crashing position. When the tip was crashed it made a hole on the sample surface. The

shape of the hole reflects the shape of the tip. Although it indicates the sharpness of the tip

after the crash only, it still can give a good estimation of the sharpness of the tip when the tip

was not severely crashed.

Fig. 3.5a presents the topography of the position where the tip was crashed. It shows a hole

about 60 nm deep in the center of the image. Fig. 3.5(b) and (c) show the line scans across

the very tip end along x- and y-direction, respectively. We can see that the diameter of the

end of the tip is smaller than 20 nm indicating a sharp tip. Usually, the tip is getting worse

after crashing. The freshly prepared tips which are normally used in our measurement should

be sharper than 20 nm.

3.3.3 The stray field of the tip

Due to the magnetization of the tip a magnetic stray field is created outside its volume. This stray

field is important for Sp-STM measurement as it might influence the domain structure of the

sample. Since the tip is of mesoscopic size, it is impossible to perform complete micromagnetic

calculations for the entire tip to obtain its stray field. However, one can still make a rough

estimation of the stray field under certain approximations.

The stray field of the tip comes macroscopically from its shape, and microscopically from

the apex of the tip. In the following, the magnitude of the stray field in both the macroscopic
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and microscopic points of view will be discussed.

To estimate the stray field, we use the formula which describes the interaction between two

magnetic dipoles [60]. In the general case, the potential energy of the dipole interaction between

two magnetic dipoles +M1 and +M2 which are separated by a distance of +r is given by

U =
1

4πµ0r3
{ +M1 · +M2 − 3

r2
( +M1 · +r)( +M2 · +r)} (3.3)

with µ0 the magnetic permeability in the vacuum (4π×10−7 Hm−1). Due to the shape anisotropy

of the tip, the magnetization of the tip is along the magnetic wire axis. The stray field at the

position directly below the tip should be along the tip axis due to the symmetry. Therefore, we

choose the magnetic moment of the test magnetic dipole, i.e., +M2 to be along the magnetic wire

direction. As +M1 and +M2 are in the same direction, the formula can be simplified into

U =
3M1M2

4πµ0r3
(
1

3
− cos2 θ) (3.4)

in which, M1,M2 are the magnitude of magnetization of the two magnetic dipoles, respectively,

and θ is the angle between the direction of magnetization and the line between the two dipoles.

Assuming the magnetization of the test dipole to be 1, the stray field of the other dipole can be

easily written as

hstray =
3M

4πµ0r3
(
1

3
− cos2 θ) (3.5)

in which, M is the magnetization of the tip. However, hstray is only the stray field of one

magnetic dipole. In order to calculate the real stray field, it is necessary to integrate over the

volume of the tip.
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Figure 3.6: A simple sketch for the calculation of the stray field
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As the tip is rotational symmetric around z-axis, cylindric coordinates are introduced to

simplify the calculation. As shown in Fig. 3.6, the end of the tip is chosen as the origin,

the z-axis/a-axis are chosen along/perpendicular to the magnetic wire direction. Assuming a

separation S between the tip and the sample surface, the distance between the unit volume

∆V shown in Fig. 3.6 and the sample surface position directly under the tip can be obtained

as r =
√

(z + s)2 + a2. Similarly, the angle between the +r and z-axis θ can be obtained by

cos θ = z+s
r = z+s√

(z+s)2+a2
. Putting this into Eq. 3.5 and integrating over the whole magnetic

volume of the tip, we can calculate the stray field of the tip at the sample surface directly under

the tip, i.e., the stray field at the position S0 shown in Fig. 3.6,

Hstray =

∫
hstraydV

=

∫ ∫
3M

4πµ0[(z + s)2 + a2]
3
2

[
1

3
− (z + s)2

(z + s)2 + a2
]2πadzda (3.6)

In the following, the stray field caused by the macroscopic shape of the tip will be discussed.

In Fig. 3.7a, a typical macroscopic shape of the tip is shown. The wire is 130 µm in diameter.

The usual length to the tip is roughly 2 mm. The end of the tip has an opening angle α.

For simplicity, the detailed sharpness of the tip end is neglected, i.e., the tip is assumed to

be infinitely sharp at the end in this macroscopic shape estimation. Therefore, the stray field

caused by the macroscopic shape of the tip can be estimated using the formula given above and

taking the boundary showing in Fig.3.7a.
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Figure 3.7: The macroscopic shape of the Sp-STM tip (a) and the dependence of the stray field

of the tip on its shape, i.e., the opening angle α for 3 different tip-sample separations (b).

Fig. 3.7b shows the stray field at the sample surface directly under the tip for 3 different tip-

sample separations as the function of the open angle α. The typical tip-sample separation during
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imaging is around 5 Å. The stray field strongly depends on the opening angle. As expected, the

smaller the angle, the smaller the stray field. With the etching technique mentioned above, the

opening angle α can be controlled very well. Usually, α is between 8◦ and 14◦ (See Fig. 3.4b).

Hence, the stray field caused by the macroscopic shape of the tip is in the range of 15 mT to

40 mT. Due to the decrease of the stray field with the separation distance to the third power

(see Eq. 3.5), most of the stray field comes from the end of the tip. Therefore, further increase of

the total length of the tip only causes a slight change of the stray field. To quantify this effect,

further calculations were performed by extending the total length to 3 mm, i.e., 1 mm longer.

If the tip to sample distance is 5 Å, the stray field is only increased by 0.04 mT. This kind of

influence can be neglected.
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Figure 3.8: The microscopic shape of the Sp-STM tip end (a) and the dependence of the stray

field of the tip on its shape, i.e., the diameter of the hemisphere for 3 different tip-sample

separations (b).

In the following, the stray field induced by the microscopic shape of the end of the tip will be

discussed. As shown in Fig. 3.8a, the end of the tip usually has a shape of a hemisphere. Similar

to the calculation presented above and taking the boundary condition of the hemispheric shape,

the stray field of the tip versus the diameter of the hemisphere is calculated. The results for 3

individual separations between the tip end and the sample surface are shown in Fig. 3.8b. A

strong dependence of the stray field on the diameter of the hemisphere is found. If the diameter

of the hemisphere is larger than 20 nm, the stray field of the tip is above 200 mT. For a further

increase of the diameter, the stray field seems to approach a saturation value. However, if the

diameter of the hemisphere is smaller than 5 nm, the stray field of the tip is below 100 mT and

even below 50 mT if the diameter of the hemisphere is less than 2 nm. Hence, a sharp tip is

highly required for Sp-STM measurement to minimize the influence of the stray field. The best

way to obtain sharp tips is the electrochemical etching. For the details of the technique, please
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see Sec. 3.3.2.

3.4 In-situ sample and tip preparation

Both the Co(0001) sample and the magnetic tips were cleaned in-situ by sputtering with 1 kV

Ar+ ions at an angle of incidence of 45◦. The sample was annealed afterwards to 570 K for

20 minutes. Annealing to higher temperatures was avoided to stay below the well known hcp-

fcc phase transition of Co at ≈ 690 K. During a heating cycle through the phase transition, a

Co single crystal specimen can be destroyed [61]. The cleanness and the surface quality were

checked by AES and LEED.
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Figure 3.9: The Auger spectrum for a clean Co(0001) surface. The inserted parts are shown in

higher sensitivities.

Fig. 3.9 presents a differential AES spectrum of the Co(0001) surface after annealing. All

fine features of Co AES spectra can be observed. A weak C peak at 273 eV and an O peak at

510 eV are just within the noise level of our AES. The C and O peaks are less than 3% and

0.5% of the Co peak at 775 eV, i.e., a rather clean Co surface is obtained.

Fig. 3.10 presents a LEED image of the Co(0001) surface at 150 eV. It shows the expected

sixfold diffraction pattern with sharp spots and low background intensity indicating a good
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Figure 3.10: A low energy electron diffraction pattern of Co(0001) surface at E = 150 eV.

surface quality of the Co surface with low defect densities.

The tip can be directly used for Sp-STM measurement after sputtering. When the tip

absorbs a nonmagnetic adatom at the tip end, it can be further cleaned with the field emission

by applying a high bias voltage pulse. The bias voltage used for field emission depends on the

detailed sharpness of the tip.
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Chapter 4

Results and discussion

4.1 Magnetic imaging

Spin-polarized scanning tunneling microscopy is a new technique. For a new magnetic imag-

ing technique, it is necessary to demonstrate that the observed contrast is real and related to

magnetic domains. One might consider that the contrast could be caused by some other, static

characteristic like compositional, structural, or orientational variations of the sample surface.

The observed magnetic contrast (Fig. 4.1a), however, is quite different from the morphology im-

age (Fig. 4.1b) of the same area. This rules out that the direct connection between the observed

magnetic contrast and the morphology. As the contrast can be obtained on a well defined, clean

single crystal surface, i.e., a Co(0001) surface, compositional or orientational variations of the

sample surface can be excluded as the origin of the contrast as well. To rigorously prove the

magnetic origin of the contrast observed by Sp-STM, two procedures have been carried out.

First, the influence of an external field on the observed structures is studied, and second, the re-

sults of the new technique are compared with those obtained with a standard magnetic imaging

technique, e.g., magnetic force microscopy (MFM).

4.1.1 Influence of the external field

The observation of domain wall movements and changes in domain structure during application

of an external magnetic field is one of the easiest and most evident ways for checking the magnetic

contrasts. When the strength of the applied external field is large enough, the field should be

able to change the magnetization of the sample surface. Hence, the observed contrasts should

exhibit some changes and the walls between domains should be moved by the external field if

they are really of magnetic origin.

Fig. 4.1a shows a domain structure of a Co(0001) surface obtained with a dull tip of unknown

magnetization direction. There are two regions of different contrast observed on the sample
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Figure 4.1: Sp-STM image of the domain structure (a) and topography (b) of the same area of

the surface of Co(0001). When applying external magnetic field pulses of 5 mT during scanning

(indicated by the arrows), the domain wall is moved to left or right depending on the direction

of the field. No movement is observed in the topography.

surface. The image is taken by recording line scans from bottom to top. In the lower region,

the domain wall is near the center. When applying a short pulse of a homogeneous magnetic

field of the order of 5 mT perpendicular to the sample surface pointing downwards, the observed

domain wall is moved a couple of µm to the left side during the scanning and the dark domain

area becomes bigger. At the top part of the image, another pulse of magnetic field is applied in

the opposite direction, i.e., along the magnetization direction of the light domain. The reversed

situation is found and the domain wall is moved to the opposite direction, to the right border

of the image. As the sample is magnetic, applying an external field might cause a movement of

the whole sample so as to induce an additional movement of the domain wall. The effect has

been cross-checked by a careful examination of the simultaneously obtained topography of the

same area, Fig. 4.1b. The continuous step bunches prove that there is no observable movement

in the topography. Hence, the movement of the whole sample can be safely excluded. Since the

tip was a double tip, the step edges are displayed doubled.

The observation of the movement of a domain wall in an applied external field pulse while

no movement of the topography is found, unambiguously proves the magnetic origin of the spin-

signal. The observed structures are indeed magnetic domains and domain walls on the surface.

Additionally, this illustrates that spin-polarized STM can be used for high resolution studies

of domain wall motion dynamically during the scanning. The magnetic field used to move the

domain wall, however, is much larger than the alternating field used to switch the magnetization

of the tip. Therefore the tip magnetization is fixed for the duration of the pulse. Thus, during
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the short magnetic pulses, the lock-in signal is lost and neither domain walls nor domains are

observed in the parts of Fig. 4.1a indicated by the arrows.

4.1.2 Comparison with standard magnetic imaging techniques

The observed movement of the domain structure in an external field with no movement of

the topographic signal obviously gives a strong proof of the magnetic origin of the obtained

contrast. As an additional check, one should compare the obtained domain structure with the

domain structure imaged by standard techniques. (The domain structure of the sample should

be independent of the magnetic imaging techniques.) Hence, the comparison of the observed

contrast with the domain structure of the same sample imaged by a standard magnetic domain

imaging technique can serve as a straightforward procedure to test our new magnetic imaging

technique.

Magnetic force microscopy (MFM) is one of the well known and easiest magnetic imaging

techniques. With a tip which is magnetized along the tip axis, MFM is also sensitive to the

perpendicular component of the sample magnetization. Further, the resolution of MFM is

around several 10 nm [11]. It is closer to the resolution of Sp-STM than the resolution of the

other standard magnetic imaging techniques. Hence, MFM is one of the best candidates for this

purpose.

ba

Figure 4.2: Typical topography images of Co(0001) surface obtained by MFM in air (a) and

Sp-STM in UHV (b). Both images are of 8 × 8 µm2.

The same Co(0001) crystal was chosen for both Sp-STM and MFM measurements. Tunneling

images of the topography as well as the magnetic structure were recorded by Sp-STM at room

temperature in ultra high vacuum. After the Sp-STM measurement was performed, the crystal
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was taken out from the vacuum for the MFM measurement. The MFM images were taken

at room temperature as well. Since the measurement was performed in air, the crystal was

covered with native oxide. Nevertheless, the topographic images obtained with MFM at the

same time as the magnetic images showed a similar terrace structure as the topographic STM

images obtained in vacuum (see Fig. 4.2).

Single crystal hcp Co has a uniaxial anisotropy with the easy axis along the c-axis, i.e.,

perpendicular to the selected (0001) surface. Due to the natural 6-fold in-plane symmetry, it

has a 6-fold in-plane magnetic anisotropy. Because the stray field energy and the perpendicular

magneto-crystalline anisotropy energy are of the same order of magnitude and the crystal has

a 6-fold in-plane anisotropy, the domain structure of Co(0001) shows complex surface closure

domains. Usually, the crystal has a dendritic like domain pattern with closure domains that

successively branch into finer structures as shown in Fig. 4.3.

a b

Figure 4.3: MFM (a) and Sp-STM (b) images of the branching closure domain pattern of

Co(0001). Both images are of the same scale of 4×4 µm2

Fig. 4.3 presents a MFM and a Sp-STM image of this typical branching structure. The

structures observed with both techniques are similar, although the images were not recorded on

the same area of the surface. At this magnification, the resolution limit of MFM of the order

of several 10 nm to 100 nm becomes obvious (see Fig. 4.3a). The branch structure seems to

be blurred in comparison with the images taken with Sp-STM at the same magnification (see

Fig. 4.3b) and the ends of the branches seem to be rounded, while the Sp-STM image shows

pointed ends of the branches.

Fig. 4.4 presents another characteristic domain structure of Co(0001) obtained by MFM (a)

and Sp-STM (b). It shows that the roots of the domain branches forming a ring-like structure.
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This may be due to the fact that these kind of ring-like structures minimize the domain wall

energy and the stray field energy more efficiently. Both images are nearly the same. As our

STM only has a simple viton damping system, mechanical noise may show up in the images

when the contrast is not high enough to suppress it. Fig. 4.4b probably is one of these cases.

a b

Figure 4.4: MFM (a) and Sp-STM (b) images of the ring-like structure of perpendicular magnetic

pattern of Co(0001). Both images are of the same scale of 4×4 µm2

It is evident that the images obtained with both MFM and Sp-STM are similar. They show

identical features even though they are not recorded on the same areas of the sample surface.

The maximum scan ranges of most high resolution imaging techniques like Sp-STM and MFM

are rather limited. They are typically 10 µm for STM and 50 µm for MFM. Due to this limited

scan range, it is nearly impossible to image the domain structures of the very same area with

both techniques. Thus large area scans at many arbitrary chosen positions of the sample surface

were performed. Fig. 4.5 presents one of these images. It clearly shows the dentritic structures

almost in the whole image and a ring-like structure forms at the upper right part of the image.

Similar images can also be seen with Sp-STM (Fig. 4.3b and Fig. 4.4b). The larger size images

of MFM at different positions of the sample surface show similar structures (see Fig. 4.5) except

that the sizes of the branches and the rings can be different at different positions. This identifies

that the domain images shown in both figures are the typical vertical magnetic structures of the

Co(0001) surface. Additionally, these two typical magnetic domain patterns of the Co(0001)

are also found by Kerr microscopy [62] and SEMPA [63]. They are obtained even on different

samples.

The similarity between the domain images obtained by Sp-STM and the images achieved

with MFM, gives a second evidence for the magnetic origin of the obtained contrast of Sp-STM.
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Figure 4.5: 10 × 10 µm MFM image on Co(0001) surface.

So far, we have proven that magnetic structures can be imaged with Sp-STM. In the following,

the contrast mechanism of Sp-STM will be discussed. Besides the TMR effect, also magnetic

forces act between the tip and the sample as both are magnetic. These forces, do not lead to

noticeable mechanic vibrations and with this to changes of the tunneling current during magnetic

switching of the tip, since in contrast to MFM, where the tip is mounted on a soft cantilever,

in the Sp-STM the tip is rigidly fixed directly to the scanner. Hence, changes of the distance

between the tip of the Sp-STM and the sample have to be accompanied by elastic deformations of

the tip. The magnetic forces that occur in the Sp-STM are 4 to 5 orders of magnitude too small

to cause noticeable fluctuations in the tunneling current by an elastic deformation of the tip.

Hence, we can exclude a MFM mechanism to be responsible for the contrast in Sp-STM. Besides,

we did test experiments in vacuum to verify that the contrast is indeed due to spin-polarized

tunneling. We imaged the Co(0001) surface after a dosage of 10 Langmuir of oxygen and did not

observe any contrast after this dosage in agreement with a surface sensitive contrast mechanism

like tunneling and in contrast to the mechanism of MFM which is not even influenced by the

ambient conditions in atmosphere. Further, we recorded the dependence of the contrast on the

tunneling voltage and the gap width. The dependence on these two parameters is discussed in

detail in section 4.4 and 4.5 and are consistent with spin-polarized tunneling. Additionally, for

a hypothetical MFM like contrast that is caused by a small vibration ∆d, the variations in the

tunneling current ∆I are given by ∆I(d) = ∆d∂I(d)∂d . Hence, by measuring both the contrast

and tunneling current as a function of the tip-to-sample distance simultaneously, an MFM like

contrast mechanism can be falsified.

Fig. 4.6 shows the result of the comparison between the observed magnetic signal and the

hypothetical effect induced by vibrations. The experiment was performed on a Co(0001) surface

on a small area which contains only two domains and one domain wall. The magnetic contrast
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Figure 4.6: (a) Typical tip-to-sample distance dependence of the tunneling current. The sign

of the displacement means the tip is closer (−) or further away (+) from the sample. (b) The

comparison between the observed distance dependent magnetic contrast (open symbols) and the

hypothetical vibrational contrast (filled symbols), i.e., −∂I(d)/∂dI(d) . For comparison, both curves

have been normalized to the same scale.

is obtained as the difference of the lock-in signals across the domain wall and normalized by

the tunneling current. The tunneling current as well as the magnetic contrast were recorded

simultaneously while changing the tip-to-sample distance. Fig. 4.6a, the tunneling current versus

the tip-to-sample distance change shows a typical exponential dependence as expected in normal

tunneling experiments. The derivative of the tunneling current I with respect to the distance

d was calculated numerically. From the derivative, the hypothetical contrast −∂I(d)/∂dI(d) due to

vibrations of the tip was calculated. As shown in the plot of Fig. 4.6b, it first increases a

little bit and then slightly decreases (roughly 10% of the highest value) when the tunneling

tip is closer to the sample surface. Our measured magnetic contrast, however, shows a strong

decrease with decreasing tip-to-sample distance and deviates from the hypothetical vibrational
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contrast significantly. This proves that the contrast we observed is not caused by a vibration

related effect. We assumed that the vibration ∆d caused by the magnetic force is constant

during changing the tip-to-sample distance. If the change of the ∆d is taken into account, the

difference between the vibration effect and the measured magnetic contrast would be even bigger

as the magnetic force becomes stronger when the tip is closer to the sample surface.

4.1.3 Estimation of resolution

From the comparison between the images obtained by Sp-STM and MFM, we can get a first

glimpse of the lateral resolution of Sp-STM in comparison with that of MFM (see Fig. 4.3). The

different resolutions come from the different principles that both techniques are based on. As

introduced in the previous chapter, spin-polarized scanning tunneling microscopy is based on the

tunneling magneto resistance effect. It measures the magneto-tunneling current which is part

of the total tunneling current. Magnetic force microscopy, however, is based on the magneto-

static interaction between tip and sample. In the following, the resolution of both techniques

are compared more quantitatively in a simple model.

r0
r1

S

R

Sample

Tip

AO

Figure 4.7: Schematic picture of Sp-STM/MFM geometry. The probing tip has an arbitrary

shape but is assumed locally spherical with a radius of curvature R, where it approaches nearest

the sample surface. The distance of nearest approach is S. O is the position nearest to the tip

end. OA is the radius of the effective area which has considerable contribution to the contrast.

Identical tips with hemispheric ends are assumed to be used in both techniques (see Fig. 4.7).

The radius of the hemisphere is R and it is separated by the distance S from the sample surface.

To specify the resolution, an effective area which has a considerable contribution to the measured

signal needs to be defined. It is defined as the area in which the measured effect (tunneling

current in Sp-STM and magnetic force or its gradient in MFM) at the boundary is 10% of that

at the center. The distances from the center of the hemisphere at the tip end to the effective
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area center and boundary are r0 and r1, respectively. The resolution is defined as the radius of

the effective area, OA.

In Sp-STM, the magneto-tunneling current is measured to obtain the magnetic structure

of the sample. The estimation of the lateral resolution should be the same as in the case of

STM. The lateral resolution of STM has been estimated by Tersoff and Hamann [64]. Here,

we give a similar but simpler estimation. The tunneling current exponentially decays with the

distance between the end of the tip and the sample surface. This exponential decay depends

on the imaginary wave vector inside the barrier. Typically, the tunneling current decreases one

order of magnitude when the separation is increased by 1 Å. We use this to estimate the lateral

resolution. The distance between the center of the hemisphere and center of the effective area

r0 is 1 Å smaller than the distance between the center of the hemisphere and the boundary of

the effective area r1, i.e., r1 = r0 + 1 Å. With this, we can estimate the lateral resolution which

is:

OA =
√
r21 − r20 ≈

√
2(R + S)Å (4.1)

The separation between the tip and the sample surface depends on the details of the bias voltage,

the tunneling current is used and the sharpness of the tip. Typically, the tip is several Å above

the sample surface. Here, we take S ≈ 5 Å. Assuming the end of the tip is 5 nm in radius

(R = 50 Å), the resolution of Sp-STM can be estimated to be ≈ 1 nm.

Magnetic force microscopy is based on the magneto-static interaction between tip and sample.

In the experiments, two different modes can be chosen to obtain the magnetic contrast, i.e., either

the magnetic force or its gradient is measured. An analysis similar to the one used above is taken

to estimate the resolution for each case. In this analysis, the effective tip of the magnetic force

microscopy is assumed to be a sphere with a radius of R. As shown in Eq. 3.4, the magnetic

force between two magnetic moments is proportional to 1
r3 with r the distance between them.

Assuming that the magnetic force between a local moment at position A and the magnetic tip

is 10% of the interaction between the local moment at position O and the tip, we obtain that

r31 = 10r30 . Therefore, the resolution of MFM in the magnetic force mode can be estimated to

be,

OA =
√
r21 − r20 ≈ 1.9(R + S) (4.2)

Similarly, the resolution of MFM in the force gradient mode in which r41 = 10r40 can be estimated

to be:

OA =
√
r21 − r20 ≈ 1.3(R + S) (4.3)

The resolution in the force gradient mode is usually better than that in the force mode for

magnetic force microscopy under the same conditions. For further estimation of the resolution,

the detailed operation of MFM has to be considered. In a real measurement, the MFM is not

only sensitive to the magnetic force. Instead it is sensitive to all the forces acting on the tip.

These forces, however, do include not only magnetic forces but also atomic forces, e.g., van der
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Waals forces. In order to minimize the contribution of the atomic forces, which decreases with

the separation distance more rapidly, the tip is placed at least 10 nm above the sample surface,

i.e., S ≥ 10 nm. Assuming that identical tips are used in MFM and Sp-STM, i.e., the radius

of the hemisphere at the tip end is also 5 nm. In reality, the radius of the effective magnetic

tip is usually larger than this as the magnetic film thickness used for coating the MFM tip is

around 15 to 200 nm [65]. In the situation of a 5 nm tip, the lateral resolution of MFM can

be estimated to be 30 nm in the force mode and 20 nm in force gradient mode. They are more

than one order of magnitude larger than the resolution of Sp-STM with the same tip.

Additionally, under favorable circumstances, the tip has a single adatom at its end. In this

case, Sp-STM can achieve atomic resolution [66] as most of the tunneling current is focused on

this adatom. For MFM, this would not change the resolution as the whole magnetic volume of

the tip has to be taken into account.

4.1.4 Summary

In this section, two evidences are presented to prove the magnetic origin of the contrast obtained

by Sp-STM. First, by applying an external magnetic field, domain wall movement is observed

while no movement of the morphology signal is found. This unambiguously reveals the magnetic

origin of the signal. The similarity between the domain images obtained by Sp-STM and MFM

gives the second evidence for the magnetic origin of the obtained contrast by Sp-STM. Further,

in a very simple model, we compared the resolution of the Sp-STM and MFM. Under the similar

tip conditions, the resolution of Sp-STM is estimated to be more than one order of magnitude

better than that of MFM.
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4.2 Ultra narrow surface domain walls of Co(0001)

4.2.1 Surface closure domain of Co(0001)

Hcp cobalt displays an uniaxial magneto-crystalline anisotropy with an easy direction along the

c-axis, i.e., perpendicular to the selected (0001) surface. Due to the minimization of the stray

field energy and the net magnetic flux existing at the surface, the single domain state is unstable

and splits up into a Landau-Lifshitz like closure domain pattern. Since the magnetic anisotropy

energy and the stray field energy are of the same order of magnitude, no perfect and simple

closure domain structure occurs on the (0001) surface. Instead, a complex dendritic structure is

observed, where the magnetization of most areas of the surface of the closure domain is strongly

rotated away from the surface normal as observed, e.g., with scanning electron microscopy with

polarization analysis (SEMPA) [63]. The exchange length
√
A/Kd with A the exchange energy

constant andKd = 2πM2
s the stray field energy constant, is ≈ 5 nm for bulk cobalt. Additionally,

it was pointed out by Hubert and Rave [67] that sharp wall-like transitions can be formed in

the closure domain pattern, especially when higher order in-plane and out-of-plane anisotropy

terms are present as in the case for Co(0001). However, with the resolution of the established

standard magnetic imaging techniques, e.g., ≈ 20 nm for SEMPA and ≈ 30 nm for MFM, the

fine structure of the closure domains of Co(0001), especially the domain walls cannot be fully

resolved. For this kind of study, a magnetic imaging technique with higher resolution, e.g.,

Sp-STM is highly required.

4.2.2 Experiments

Sp-STM is used to study this complex structure with high resolution. To minimize the influence

of the stray field of the tip on the magnetic structures under investigation as well as to obtain

images with high resolution, especially sharp tips are produced by slow electrochemical etching

of a magnetic wire with 130 µm diameter. For the details of the tip etching, please see Sec. 3.3.2.

After sample and tip preparation, the Co(0001) is inserted into the Sp-STM stage to perform

magnetic imaging and topography measurement at room temperature.

The topographic STM scans showed terraces of the width of ≈500 nm separated by atomic

steps, see Fig. 4.8a. As Co shows a well known hcp-fcc phase transition at ≈ 690 K, the

annealing temperature was limited. Therefore, the surface remained with a low concentration

of small defects - either sputter defects like adatom, vacancy islands or local fcc or misoriented

hcp areas, as has been observed also by other authors [68]. Fig. 4.8b shows the perpendicular

magnetization component of the sample in the same area obtained by Sp-STM. The displayed

area was selected from large scans of closure domain pattern close to one end of the branches.

The domain wall in the magnetic images (see Fig. 4.8b) is not correlated with the topography

or pinned at the topographic defect (compare Fig. 4.8a). By retracting the tip, the background
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Figure 4.8: Details of the STM images of topography (a) and the perpendicular component of

the magnetic domain structure near the domain wall position. Note that three different widths

of domain walls are found in this image.

signal caused by the induction of the coil (see Sec. 3.2.2) is obtained to be almost in the middle

of the signals shown in the magnetic image, Fig. 4.8b. This refers that the perpendicular

components of the gray domain and that domain in darker color are of opposite sign. By

applying a magnetic field (in vertical direction) and observing the wall movement with respect

to the topography, it was crosschecked that the observed structure indeed is magnetic domain

( see Sec. 4.1.1). When having a closer look, the wall shows some interesting fine structures.

It splits up into several segments with different wall widths. In section α a gradual transition

between the two domains is observed, while in section β it is considerably sharper. In section

γ the transition seems to be abrupt on the scale of the image. The different, rather straight

sections are separated by kinks in the domain wall.

To quantify the differences in the wall width, we recorded line scans across the different

sections of the wall. Fig. 4.9 displays the measured wall profiles obtained by averaging 25 line

scans across each section of the wall. The error bars represent the statistical error from averaging.

Note that the line scans, especially across the narrow sections of the wall, have been taken with

higher magnification than Fig. 4.8 to avoid lateral sampling noise. For a better exhibition of

their features, they are shown in different x-axis scales. Additionally, the scanning speed was

set such that the neighboring data points are separated by more than two times the integration

time of the lock-in amplifier to ensure that the data points are statistically independent and the

wall profile is recorded correctly (the data acquiring time for 1 pixel is 8 ms and the integration

time of the lock-in signal is set to 3 ms). From the figure it is obvious that the wall width of the
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Figure 4.9: Averaged line profiles across different sections of the domain wall as indicated in

Fig. 4.8b including the statistical errors and fits with the standard wall profile (solid lines). The

fitted wall widths are given in the figure. Note that the different scales of the x-axis of individual

line profiles.

different sections varies by more than one order of magnitude (note the different scales on the

x-axes). To estimate the wall width w = 2δ, we fit the profiles mz(x) with the standard wall

profile for uniaxial system1 :

mz(x) = tanh
(x
δ

)
(4.4)

resulting in the following width for different sections: α : w = 45 ± 8 nm, β : w = 8.7 ± 3.2 nm,

γ : w = 1.1 ± 0.3 nm. The wall width of section α is broader than the width of a bulk 180◦

domain wall, which is ≈ 11 nm for bulk cobalt. The broadening of domain walls at the surface

is well known and has also been seen for this particular surface of Co [63]. However, sections β

and especially γ are much narrower than the bulk 180◦ domain wall. At first glance, section γ

1There are four different kinds of definition for the width of domain wall [1]. Here, we take one of the classic

domain wall width which is defined as the changed magnetization component divided by its slope in the center

of the wall.
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seems to be unphysically narrow. To check for the instrumental reasons for observation of such

narrow walls, we made the following considerations.

One possible mechanism that might lead to the seemingly ultra-narrow walls could be a

non-linear response of the instrument to the perpendicular component of the magnetization,

e.g., a response like a step function. The TMR effect, however, is a linear effect with the

projection of the magnetization of the sample onto that of the tip as has been discussed in

Chapter 2. Hence, the observed signal should be proportional to the perpendicular component

of the sample magnetization. Additionally, a step shaped response function should narrow all

the domain walls, while we observe walls of largely different width with continuous transitions

in the wall profiles even in a single scan of the surface together with the ultra-narrow domain

walls (see Fig. 4.8b and Fig. 4.9 profile of section α). This rules out that we have a transfer

function that artificially sharpens the walls.

5nm

scanning direction

m

m


 (2f) x 10

Figure 4.10: Detailed Sp-STM images of perpendicular component of the local magnetization

m scanning from the right to the left (top) from the left to the right (middle) and the magnetic

susceptibility χ (bottom) taken simultaneously at the same area which is across a narrow wall

section of the Co(0001). Note that the magnetic susceptibility is shown in 10 times higher

sensitivity.

As the tip used for Sp-STM is magnetic, it has a certain stray field. Therefore, the magnetic

tip might pick up the domain wall and drag it along during scanning until it snaps off. In that

case a sharp transition would be observed at the point of snapping off. This is a typical problem

for most of the scanning imaging technique, like MFM. To test this mechanism, we recorded

the wall while scanning from the right to the left and in the opposite direction (see Fig. 4.10).

If the wall was dragged along and snaps off at a certain position, it would be dragged along

the opposite direction as the scanning direction is opposite. Hence, an opposite displacement of

the wall for scanning in the two opposite directions should be seen. The domain wall, however,

appears at exactly the same position for both scanning directions (see Fig. 4.10), ruling out any
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significant dragging. Note that a weak cross talk of the topography to the magnetic image is

present at defects position in this scanning scale. No shift of the relative position between the

cross talk and the domain wall can be found in both directions. As drift is a typical problem

for high resolution imaging techniques like STM, especially in small scanning scale, a shift of

the morphology signal is usually found between the images scanned in opposite directions. For

this reason, the scans of the domain wall which related to topographic defects were selected to

eliminate drift.

Additionally, we also studied the influence of the magnetic stray field of the tip on the wall

by measuring the magnetic susceptibility. When scanning with dull tips, the stray field of the tip

can move (and widen) the domain walls of Co(0001). This can be quantified by measuring the

second harmonic signal of the switching frequency in the tunneling current. The second harmonic

is directly related to the magnetic susceptibility. In the case that the wall is influenced by the

stray field of the tip, a maximum in the susceptibility is observed in the center of the wall and a

wall contrast is obtained. (The detailed discussion of the magnetic susceptibility measurement

will be presented in the next section.) In the bottom part of Fig. 4.10, the susceptibility signal

of the same area is shown. With a close examination of the image, however, no significant

contrast is found at the domain wall position. Note that the susceptibility signal is shown in

10 times higher sensitivity compared to the magnetization signal. Hence, the influence of the

stray field of the magnetic tip on the domain wall can be excluded. The very good resolution

of the tip (better than 1 nm; see the bottom line profile of Fig. 4.9) also indicates that the tip

is brilliantly sharp. Probably, in this case, the stray field of the tip is fully minimized so that

it is not strong enough to cause an observable influence on the sample magnetization which is

considerably magnetically hard.

Hence, the observed ultra-narrow domain walls are real. This, at first sight, might contradict

the common knowledge about domain walls. The wall in segment γ is one order of magnitude

narrower than a 180◦ domain wall in bulk Co. This is very surprising, since the walls observed on

the surface originate from domains that penetrate the bulk of the crystal. Also the geometrical

constraints, that in some cases lead to a narrow wall [69], can be ruled out as the observed

domain walls are found to be neither related to the step edges nor pinned at the surface defects

by a careful comparison of the morphology and magnetic structure of the same area which were

obtained simultaneously.

4.2.3 Surface closure domain model

To understand the origin of the narrow walls, we focus on the complex nature of the closure

domain pattern of Co(0001). Hcp Co has an uniaxial anisotropy with the easy axis along its c-

axis, i.e., perpendicular to the selected sample surface. One easy axis means two easy directions,

either positively or negatively aligned along the easy axis. In order to minimize the magnetic
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anisotropy energy, the magnetization of the sample prefers to stay either along one of these two

directions (single domain state) or parts of the sample magnetization stay in one easy direction

while the remains occupy the other one (multi-domain state). The stability of the different

states depends on the total energy also including exchange and stray filed energy.

+ ++++ ++

- - - - -- -

++ ++

- - --

++ ++

- - -- ++ ++

- - --

Wall

(a) (b)

Figure 4.11: Comparison of single domain state (a) and multi-domain state (b) of a sample

which has perpendicular easy axis. The arrows indicate the magnetization orientation inside the

sample. Note that in case (a) magnetic charges are formed at both upper and lower surfaces

while in case (b) the magnetic charges are reduced, however, a domain wall is formed between

the two opposite domains.

For a finite sample, the single domain state will cause magnetic charges on the sample

surfaces(see Fig. 4.11a). This induces an additional energy term – the stray field energy. The

stray field energy depends on the saturated magnetization Ms, the shape of the sample and its

volume, i.e.,

Ed = 2πM2
s ·N · V = Kd ·N · V (4.5)

Here, V is the volume of the sample and N (0 ≤ N ≤ 1) is the shape factor. Kd = 2πM2
s is so

called shape anisotropy constant or stray field energy constant, i.e., the difference of the magneto-

static energy density for an infinitely thin film being magnetized either parallel or perpendicular

to its surface. The multi domain state has transitional boundaries between different domains (see

Fig. 4.11b), the domain walls. At the domain wall positions, the magnetization rotates from

the magnetization direction of one domain to the magnetization direction of the neighboring

domain. Therefore, the magnetization direction in the wall is neither fixed nor aligned along

one of the easy axis. This causes two additional energy contributions, i.e., the exchange energy

and magnetic anisotropy energy. The sum of both the exchange energy and the magnetic

anisotropy energy of the domain wall is called domain wall energy. The domain wall energy per

unit area is called domain wall energy density γw. The competition of the stray field energy

and domain wall energy determines whether a single domain state or a multi domain state is

observed. The stray field energy increases with the volume of the sample and the domain wall
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energy increases with the area of the domain wall. For a sample of spherical shape, the stray

field energy increases with the cube of its diameter and the domain wall energy increases with

the square of its diameter. Therefore, the domain wall energy becomes lower than the stray

field energy when the diameter of the sphere is big enough. Hence, a small sphere will be in a

single domain state and above a critical diameter a transition to a multi-domain state will be

observed. This critical diameter of the sphere was estimated by Kittel [70] and Néel [71] to be

≈ 9γw/Kd, which is typically in the several nanometer range. Hence, from the energetic point of

view, for a macroscopic sample like the bulk cobalt used in our measurement, the single domain

state is not stable. The sample is in a multi-domain state.

The above mentioned states are very simple magnetic domain configurations. Usually, the

domain structure is much more complicated than this. It depends on the minimization of the

total energy which usually needs complicated micromagnetic calculation. For a thick sample

like bulk cobalt, the magnetization at the sample surface is tilted towards the sample surface to

minimize the stray field energy further and by this lower the total energy. Therefore, a surface

closure domain pattern is formed (see Fig. 4.12). The details of the closure domain pattern

crucially depend on the material parameters. One of them, the reduced anisotropy constant,

Q = Ku/Kd is of great importance. Here, Ku is the first order crystalline anisotropy constant

and Kd = 2πM2
s is the shape anisotropy constant. With Ku = 5×105 J/m3 and Ms = 1440 emu

for bulk cobalt [72], one obtains Q ≈ 0.4. Hubert et al. [1] have shown that for a sample with

Q = 0.4, the tilted closure domain pattern shown in Fig. 4.12 is the best choice for the energy

minimization as it is both simple and efficient.

�

w

�

Figure 4.12: A simple sketch for the tilted closure domain model. The tilted closure domain

model is the best choice for small anisotropy materials (including cobalt with Q = 0.4) as it is

both simple and efficient [1].

The detailed analysis of the closure domain pattern can be found in the book of Hubert

and Schäfer [1]. Here, we will briefly discuss how the canting angle θ of the magnetization in
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the surface closure domain (the domain with canting magnetization) shown in Fig. 4.12 can be

calculated by minimizing the total energy. At the closure domain region, the magnetization is

tilted closer to the sample surface so as to minimize the stray field energy. However, when the

magnetization is tilted to the sample surface, it is also out of the easy axis. This increases the

magnetic anisotropy energy. The equilibrium tilting angle of the magnetization at the closure

domain depends on the balance of the stray field energy and the anisotropy energy. The stray

field energy Ed (taken per unit area of one sample surface) was calculated by Kittel [70]:

Ed =
1

2
KdScW cos2 θ with Sc =

1

2π
1.705... (4.6)

From the model shown in Fig. 4.12 as well as the domain images shown in previous section, one

finds the area of the bulk domains (fully perpendicular domain) reaching the surface is small

in comparison with the area of the tilted surface closure domains. The surface closure domains

dominate the images. Therefore, the width of each single closure domain at the sample surface

can be considered as W/2 in first order approximation. Hence, the anisotropy energy EK (taken

per unit area of one sample surface) can be estimated to be:

Ek =
1

4
KuW tan β sin2 θ (4.7)

To calculate the canting angle, the angle β needs to be determined. This can be derived from

the condition of zero charge on the internal closure domain boundaries, i.e., the magnetization

component perpendicular to the wall surface should be continuous across the domain wall. As

shown in Fig. 4.12, the magnetization of the fully perpendicular bulk domains has an angle of
π
2 −β with the internal closure domain wall surface. And the angle between the internal closure

domain wall surface and the magnetization of the closure domain is π2 − θ + β. This turns into

the following condition which needs to be fulfilled:

sin(
π

2
− β) = sin(

π

2
− θ + β) (4.8)

With this, the reduced total energy density (the sum of the stray field energy density and the

anisotropy energy density) in units of KuW becomes:

e = (Sc/Q) cos2 θ +
1

4
(1 − cos θ) sin θ (4.9)

For bulk cobalt, the stray field anisotropy coefficient Kd is 2.5 times larger than the first order

anisotropy constant, i.e., Ku. Therefore, a large angle of tilting should be expected. In Fig. 4.13,

the total energy as a function of the tilting angle is shown. It indicates a energy minimum at

θ ≈ 80◦. This leads to the model that the magnetization in the closure domains at the sample

surface is canted either 10◦ up or 10◦ down. That means that the wall between two surface

closure domains has only a small rotation angle of ≈ 20◦.
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Figure 4.13: The total energy as a function of the tilted angle of the closure domain for Co(0001).

It indicates an energy minimum at ≈ 80◦.

The canting angle of the surface closure domains can be estimated experimentally, too. If

the full contrast can be obtained, we can compare the contrast across the narrow domain walls

with the full contrast between the perpendicular bulk domains. The ratio gives the projection

of the angle as the TMR effect is a linear response of the magnetization component projected

to the tip magnetization. After carefully reading the surface closure domain model shown in

Fig. 4.12, one immediately figures out that there are some areas where the fully perpendicular

bulk domains reach the surface. This has been found experimentally with SEMPA as well [63].

Hence, it is possible to obtain the full contrast between the fully perpendicular up/down domains

by large area scan. Indeed, we find this kind of signal. Fig. 4.14 shows a large area scan of the

morphology (a) and magnetic structure (b) on Co(0001) surface by Sp-STM. A typical dendritic

structure domain pattern is shown in Fig. 4.14b. Most of the areas are in gray color which

means that the surface closure domains are dominant as predicted by Hubert (see Fig. 4.12).

Additionally, the image shows a black contrast at the bottom part and a white one on the top.

They are the fully perpendicular bulk domains at the surface. The magnetization in the black

area points into the sample surface while in the white region the magnetization point out of the

sample surface, respectively.

A line scan between these two bulk domains (see the inserted line in Fig. 4.14b), yields

8± 1 V as the full contrast of the magneto-tunneling signal. The average signal is −3.7± 0.1 V

(see Fig. 4.15a) in agreement with the background signal obtained by retracting the tip. When

zooming into one end of the dendritic structure, the ultra narrow domain wall is found (see the
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ba
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Figure 4.14: Large STM images of topography (a) and the perpendicular component of the

magnetic domain structure (b) of the same area of Co(0001). The black/white domains are the

bulk domains which reach the sample surface. The inserted line is used to estimate the full

contrast.

line profile across the narrow wall shown in Fig. 4.15b). The magneto-tunneling signal difference

across the narrow wall is obtained to be 1.4 ± 0.1 V, i.e., ≈ 18% of the full contrast and it is in

the middle between the maximum and minimum values of the full contrast. With these values,

the canting angle of the surface closure domain on Co(0001) surface can be estimated. It turns

out to be 10.1 ± 1.5◦. This is in good agreement with the theoretical prediction, i.e., ≈ 10◦

mentioned above.

Hence, the domain wall across the two surface closure domains only has ≈ 20◦ rotation in

perpendicular direction. This small magnetization change probably only needs smaller space for

magnetization rotation, i.e., leads to a much narrower domain wall than the 180◦ domain wall

of bulk cobalt. With a rule of thumb argument, the wall width can be simply estimated in a

very crude calculation. A 180◦ domain wall has a width of ≈ 11 nm. A 20◦ domain wall width

could be only a fraction of 20/180 of the 180◦ domain wall. The result turns out to be 1.2 nm

which is already in good agreement with our experimental data.

We can calculate the domain wall width in a more accurate way. For this purpose, we carried

out the standard procedure for domain wall calculation which minimizes the sum of the exchange

energy and anisotropy energy inside the domain wall. In one dimensional model, the exchange

energy density of the unit wall area can be written as:

eex = A

∫
(dmz/dx)2dx (4.10)

with A the exchange constant. The anisotropy energy density of the unit wall area can be
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Figure 4.15: (a) a line scan across two bulk domains penetrating out of the sample surface (see

the inserted line of Fig. 4.14) and (b) a detail line scan across the the ultra narrow domain wall

which was obtained by zooming one end of the dendritic domain shown in Fig. 4.14. The error

bar displays the statistic error of 25 line scans.

written as:

ean = Ku

∫
sin2(arccosmz)dx (4.11)

with Ku the first order magnetic anisotropy constant. As mentioned above, the surface domain

wall has the rotation of magnetization between +10◦ and −10◦. With the standard domain wall

profile of uniaxial system, the domain wall profile as a function of the position can be written

as:

mz = sin θ tanh
(x
δ

)
(4.12)

with θ = 10◦. Taking the material parameter of bulk cobalt, i.e., the exchange constant

A = 1.5 × 10−11J/m and the first order magnetic anisotropy constant Ku = 5.0×105 J/m3 [72],

the wall energy, i.e., the sum of the exchange energy and anisotropy energy inside the domain

wall can be calculated. Fig. 4.16 shows the calculated domain wall energy as a function of the

half domain wall width δ. It indicates a energy minimum at δ = 7.5 Å which is given by the

balance of the exchange energy and anisotropy energy inside the wall. Therefore, the wall width

is obtained to be w = 2δ = 1.5 nm in good agreement with our experimental observation of the

wall width in the section γ. Hence, our experimental findings can be explained by micromagnetic

calculations. For simplicity, the magneto-static energy is neglected in this calculation. However,
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the surface charge density is small due to the shallow angle of the magnetization of the closure

domain. Additionally, surface anisotropy at the Co-vacuum interface might also reduce the wall

width.
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Figure 4.16: The domain wall energy density as a function of δ for a wall which rotates between

the +10◦ and −10◦. It indicates an energy minimum for a wall width of w = 2δ = 1.5 nm.

So far, only the domain wall which has perpendicular magnetization rotation has been con-

sidered. Hcp cobalt, however, has a sixfold in-plane magneto-crystalline anisotropy, i.e., the

in-plane component of the magnetization can align along six possible directions. This meas that

in addition to a 20◦ out-of-plane magnetization rotation, an in-plane rotation of magnetization

of 60◦, 120◦ or 180◦ can take place. Since the total angle of rotation becomes bigger than that

in the previous case, the corresponding wall widths are considerably wider. Unfortunately, an

analytical calculation for the profile of these kind of two dimensional walls is not possible follow-

ing the standard methods. Assuming that the in-plane anisotropy constant is in the same order

of the magnitude as the perpendicular anisotropy constant, the lower limit for the wall width

can be estimated to ≈ 5 nm for a 60◦ and ≈ 10 nm for a 120◦ in-plane magnetization rotation

involved domain wall.

With our experimental set-up only the sensitivity of the perpendicular component is achieved.

That means within the simple domain model, walls that display a rotation only in-plane are

invisible and all domains that have the same out-of-plane magnetization have identical contrast.

At the ends of a fractal branch of the closure domain structure, several small domains touch as

can be seen from SEMPA images. Hence, different types of domain walls are present at that

point. This explains our Sp-STM observations. The different sections of the visible domain wall

correspond to domain walls with different in-plane rotation, possibly 0◦ for section γ, 60◦ for
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section β and 120◦ for section α, while the domain walls where only the in-plane angle changes

are nearly invisible within the noise level. However, the points where the in-plane domain

walls meet the clearly visible out-of-plane wall, the out-of-plane wall displays kinks. A detailed

image of low noise level of such a kink is shown in Fig. 4.17, displaying a third, nearly invisible

triangular domain of very weak contrast in the upper part, indicated by an arrow. The lower

part of the domain wall belongs to the ultra-narrow section γ of Fig. 4.8. In the uppermost

part, the wall widens and the wall has the same width of the section β. The widening of the

wall could possibly correspond to a wall with 60◦ in-plane rotation. The very faint domain

contrast on the top parts may come from a weak in-plane contrast. If the tip is orientated in a

direction which is slightly out of the perpendicular axis, a very weak sensitivity for the in-plane

signal is obtained. Note the contrast between the triangular domain and the right side domain

is less than 10% of the contrast between the two main domains. This indicates the very good

alignment of the tip, i.e., nearly fully perpendicular to the sample surface (keeping in mind

that the perpendicular component has only 20◦ rotation while the in-plane component has 60◦

rotation of magnetization). These findings support our assumption, that the angle of rotation in

the sample plane across the different sections of the domain wall is different leading to different

wall widths.

20 nm

Figure 4.17: STM images of the perpendicular component of the magnetic domain structure of

the same area of Co(0001). Note a nearly invisible triangular third domain at the top of image,

indicated by an arrow.

The observation of sharp domain walls on the surface of Co(0001) also gives some exper-

imental evidence for the theoretical predictions of Hubert and Rave [67] that sharp wall-like

transitions can be formed at the surface of a closure domain pattern, especially when higher

order in-plane and out-of-plane anisotropy terms are present as in the case for Co(0001).

The observation of the ultra narrow sections in the domain walls of the closure domain pattern
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of Co(0001) is not only a very surprising micromagnetic result but also yields an estimation for

the lateral resolution of our instrument of about 1 nm. This high a resolution opens up a new

view to experimental micromagnetism and illustrate the potential of Sp-STM.

4.2.4 Summary

With the high resolution of Sp-STM, the fine structure of surface closure domain of Co(0001)

is fully resolved. Experimentally, we found three different sections of domain wall separated by

kinks. The wall widths were fitted with standard domain wall profile for uniaxial system to be:

α : w = 45 ± 8 nm, β : w = 8.7 ± 3.2 nm, γ : w = 1.1 ± 0.3 nm. By comparing the contrast

obtained across the narrow wall with the full contrast achieved in large area scan, we confirmed

the surface closure domain model predicted by Hubert [1], i.e., the surface closure domain is

aligned along either 10◦ up or 10◦ down from the surface. This small magnetization rotation

angle of 20◦ explains the width of the ultra-narrow domain wall in section γ when no in-plane

magnetization rotation is involved. Due to the natural sixfold in-plane anisotropy, the domain

wall width becomes wider when the in-plane magnetization rotation is involved. Consequently,

this explains the different wall widths found in our experiments. The finding of the ultra narrow

section of the domain wall also gives an estimation of the resolution of Sp-STM of better than

1 nm.
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4.3 Local magnetic susceptibility

In contrast to previous sections where we minimized the influence of the tip magnetization

on the sample by using a sharp tip, we now want to have a measurable influence. Freshly

prepared tips that are also sharp on the mesoscopic scale produce a rather localized stray field.

As a consequence, the domain walls of hard magnetic materials are not influenced and can be

resolved with high resolution as shown in previous sections.

When a tip is used that is dull from the beginning by optical inspection or is dull due to

several severe tip crashes, domain walls are smeared out as in Fig. 4.18b. This is due to a

periodic domain wall movement induced by the alternating field of the tip. The walls rapidly

vibrate with the magnetization frequency f . In such a way the resolution is limited to ≈ 1000 nm

(see Fig. 4.18b), while the topographic resolution is still good (see Fig. 4.18a). This magnetic

interaction between tip and sample can be used to locally measure the magnetic susceptibility

of a sample.

b c

1µm

a

Figure 4.18: Topography (a), magnetic structure (b) and local susceptibility (c) measurement on

Co(0001) surface. Note the tip has been severely crashed into the sample surface several times

before the image was obtained, therefore a dull tip with much larger stray field is expected.

As the magnetic tip is very soft, its magnetization is switched by the current flowing through

the coil, and its magnetization shows a square like wave as a function of time as shown in

Fig. 4.19(a). When the stray field of the tip is small and not high enough to switch the sample

magnetization, the local magnetization of the sample is a constant with perpendicular component

mz = sin θ with θ the angle between the sample magnetization and the sample surface normal.

When the stray field of the tip is not negligible, it influences the local sample magnetization.

This causes a modulation of the sample magnetization with magnitude of δθ at the frequency

of the tip magnetization change. Since the sample magnetization cannot follow instantaneously

the local stray field of the tip, a phase difference between the magnetization of the tip and

the sample exists. A typical perpendicular component of the local sample magnetization as a
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function of the time is shown in Fig. 4.19(b).
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Figure 4.19: (a) Magnetization of the tip (in the unit of the saturation magnetization of the

tip) as a function of the time. (b) The perpendicular component of the local magnetization of

the sample surface (in the unit of the saturation magnetization of the sample) as a function of

the time. Note that the small modulation is caused by the flipping of the tip magnetization,

however, with a phase shift. (c) The magneto-tunneling current (in the unit of IPtPs, I is the

total tunneling current, Pt and Ps are spin polarization of the tip and sample, respectively)

as a function of time which is obtained as the product of (a) and (b) following Slonczewski’s

formula [34]. (d) and (e) are the 1f and 2f components of the magneto tunneling current

deconvoluted from (c).

With both the time dependent tip and sample magnetization, we can calculate the response

of the magneto tunneling current. As addressed by Slonczewski [34], the magneto-tunneling

current is proportional to the projection of the magnetization between the tip and sample surface.

Therefore, we can write down the magneto tunneling current across the barrier which is the

product of (a) and (b) shown in Fig. 4.19 in the unit of I0PtPs, I0 is the total tunneling current,

Pt and Ps are spin polarization of the tip and sample, respectively. Fig. 4.19(c) presents the

calculated magneto tunneling current. Besides the square like wave, it shows an additional

feature which corresponds to the change of the sample magnetization induced by the stray field

of the tip, i.e., the local magnetic susceptibility. The magneto-tunneling current can be split into
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two square like waves with two different frequencies. Fig. 4.19(d) and (f) presents the result of

the separation. The magneto-tunneling current has two components, (d) has the same frequency

as the modulation field, (e) has 2 times of the frequency of the modulation field. Hence, higher

harmonics are produced in the tunneling current due to the nonlinearity of the magnetization

process. These contribution can be detected with a second lock-in amplifier simultaneously

with the magnetic signal and morphology signal (Fig. 4.18). This mechanism may be used to

obtain domain wall contrast as shown in Fig. 4.18c (2f -signal). From the observed width of the

susceptibility signal around the wall and the switching frequency f , a local domain wall speed

of ≈10 cm/s can be estimated.

Hence, not only static measurements of the sample magnetization can be carried out with

Sp-STM, but the intrinsic stray field of dull tips may be used to carry out dynamic studies

while recording magnetization and topography at the same time. This technique in combination

with higher switching frequencies might even allow local studies of the switching behavior of

individual magnetic nanostructures. Note that in case of sharp tips and magnetically hard

samples like bulk cobalt used in the previous section, no measurable susceptibility signal was

detected in the domain walls, showing that the magnetostatic interaction in that case can be

suppressed efficiently.
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4.4 Tip-to-sample distance dependence of the TMR through a

vacuum barrier

In Chapter 2, two different models, the phenomenological Jullière model [30] and the Slonczewski

model [34] in the free electron approximation, have been reviewed that explained the TMR

effect. The Jullière model has been commonly used in many studies [73, 74], sometimes with the

extension that the polarization Pi is the polarization of the ferromagnet/barrier interface [46,

47, 75, 76]. MacLaren et al. investigated the validity of both Jullière and Slonczewski’s model

by comparing both models with first principle calculations of the TMR between iron electrodes

separated by a vacuum barrier showing that Slonczewski’s model gives a better description

[77]. However, an experimental verification for these two models is still missing. Due to the

experimental difficulties, to fabricate similar planar junctions with different barrier heights and

widths without changing other parameters like the spin polarization of the interfaces, it is nearly

impossible to perform a systematic check in this way. Besides, the influence of impurities inside

the barrier is not always avoidable in planar junctions [78–80]. It is hard to distinguish whether

changes of the TMR are due to the change of the barrier or the influence of impurity assisted

tunneling. Spin-polarized tunneling through a vacuum barrier studied by spin-polarized scanning

tunneling microscopy (Sp-STM) offers a good opportunity to test these two models as it has the

unique property of an impurity free vacuum barrier. In this section, measurements of the TMR

through a vacuum barrier as a function of the barrier width is studied. With this we discuss the

validity of the two models given by Jullière and Slonczewski.

The experiments are performed on a Co(0001) single crystal bulk sample. The crystal as well

as the tip were cleaned in situ with Ar+ ion sputtering as mentioned in Chapter 3. With Sp-

STM, a dendritic like domain structure of the surface closure domains on Co(0001) is observed.

In order to reduce the noise caused by the morphology, we zoom into a small area which contains

only two domains with a domain wall in between. After that the same scan line across the wall is

repeatedly imaged and the contrast across the wall is studied as a function of the gap width. The

TMR is obtained as the difference of the lock-in signals across the domain wall normalized by

the total tunneling current, i.e., ∆I/I. To reduce the noise, the TMR is measured by averaging

the signal over 20 line scans. By changing the tunneling current, the tip-to-sample distance is

adjusted according to:

I ∝ V

d
exp(−Aφ

1
2 d) (4.13)

where the constant A = 1.025 (eV)−1/2Å−1, φ the average barrier height between the two

electrodes, V the bias potential between the sample and the tip, and d the gap distance [81].

The above formula is only valid for small bias voltages. For a more rigorous formula, please see

the formula given by J. G. Simmons [82].

Fig. 4.20 presents the result of tunneling current dependence of the TMR effect at 3 dif-
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Figure 4.20: Tunneling current dependence of the TMR effect (∆I/I) through the vacuum

barrier at (a) 2 V (b) 200 mV (c) 20 mV. Note, the tip approaches the sample surface when the

tunneling current increases and the voltage decreases.

ferent bias voltages. The error bar displays the statistic error of 20 line scans averaging. The

dependence of TMR with tunneling current is found to be varied with the applied bias voltage.

At 2 V, the TMR shows only a slight decrease when the tunneling current increases. When

the bias voltage decreases, the tendency of the decrease becomes stronger. At 200 mV, this

decrease becomes clearer. At 20 mV bias voltage, the TMR value decreases much quicker than

at 200 mV and 2 V. When the tunneling current is close to 40 nA, the TMR nearly reaches

zero. As the bias voltage is fixed during each measurement, the change of the TMR effect with

current cannot be attributed to the influence of the voltage. Hence, we have to consider an effect

related to the change of the gap distance between the tip and the sample surface as it changes

with the tunneling current. The tip approaches the sample surface when the tunneling current

increases. The decrease of the TMR could be caused by the tip approaching. The difference

of the tendency for the TMR change with tunneling current at different bias voltage could be

caused by the different starting points for the tip approaching the sample surface. As shown in

Eq. 4.13, at a fixed tunneling current, the tip-to-sample distance is different when different bias

voltages are applied. The tip approaches the sample surface when the bias voltage decreased.
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Due to the fact that it is not easy to determine the separation of the tip and sample surface by

a simple measurement, all the measured TMR values are plotted as a function of the tunneling

resistance which is an indirect measure for the tip-sample separation.

106 107 108 109
0.0

0.1

0.2

~ 6.5 Å

Tunneling resistance ( )�

��
�

~1Å

Figure 4.21: The TMR (∆I/I) as a function of the tunneling resistance. The different symbols

indicate different bias voltage measurements. The arrows are guides to the eye.

Fig. 4.21 shows the dependence of the TMR with the tunneling resistance. The different

symbols indicate different data sets obtained at different bias voltages. The inserted two arrows

indicate the tendencies of the TMR change. Roughly speaking, the tip approaches 1 Å towards

the sample surface when the tunneling resistance decreases by one order of magnitude. The

TMR is nearly independent on the tunneling resistance at large tip-sample separations (1 ×
10−9 Ohm corresponding to about 6.5 Å). At small tip-sample separation, however, the TMR

strongly decreases with the tunneling resistance. The scattering of the data may be attributed

to bandstructure effects caused by different bias voltages. Also, the tunneling resistance is

not exactly an exponential function on the barrier width as shown in Eq. 4.13. Furthermore,

the barrier height may change with bias voltage and barrier width so as that the exponential

coefficient may change. Nevertheless, the figure still clearly indicates that the TMR effect

strongly correlates with the separation between the tip and sample surface.

To study the TMR as a function of the tip-to-sample distance quantitatively, further mea-

surements are performed in a way that the gap width is under better control. Fig. 4.22a shows

a typical tunneling current versus the tip-to-sample distance change obtained at 20 mV sample

bias. For this measurement, the feed back loop was opened for a short time and the tip was

approached or retracted in a controlled way. The tunneling current measured in this way in-
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creases nearly exponentially when the tip approaches the sample surface as expected in normal

tunneling experiments. Fig. 4.22b presents the TMR as a function of the tip-to-sample distance

measured at the same time. It shows that the TMR is nearly constant at large tip-to-sample dis-

tance and decreases strongly when the tunneling resistance is smaller than 5 MΩ (20 mV,4 nA).

Assuming a contact resistance of ≈ 24 kΩ, the resistance of 5 MΩ corresponds to a tip-to-sample

distance of ≈ 4.5 Å [83–85]. As the bias voltage used in this measurement is fixed, no change

of the TMR is expected due to bias voltage. Therefore, we have to attribute the TMR change

to change of the tip-to-sample distance, either directly or indirectly via changes of other barrier

properties induced by it.
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Figure 4.22: (a) Typical tip-to-sample distance of the tunneling current. The sign of the displace-

ment means the tip is closer (−) or further away (+) from the sample. (b) The simultaneously

measured the tip-to-sample distance dependent TMR (magnetic contrast). The bias voltage is

20 mV.

To further understand this effect, we come back to theory. In the model given by Jullière,

the TMR effect does not depend on the barrier width, i.e., the tip-to-sample distance in our

experiments. The TMR only depends on the spin polarization of the ferromagnetic electrodes

Pf . In the simple theory where parabolic bands are considered, the spin polarizations are defined
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as the asymmetry of the wave vectors for spin-up and spin-down electrons at the Fermi level:

P1(2) =
k↑1(2) − k↓1(2)
k↑1(2) + k↓1(2)

(4.14)

As the k↑f and k↓f are the wave vectors inside the ferromagnetic electrodes, no significant change

should be expected. With the simple model given by Jullière, the observed drop of the TMR

with the decrease of the tip-to-sample distance cannot be explained.

In the free electron approximation, Slonczewski calculated the TMR and pointed out that

it does not only depend on the two ferromagnetic electrodes but also on the barrier as pointed

out in Chapter 2. The effective spin polarization and by this the TMR depends on the barrier

height Vb, to be more specific on the imaginary wave vector iκ in the barrier (see Eq. 2.16). In

the limit of small bias voltage where only the electrons near the Fermi level tunnel, κ is defined

by �κ = [2m(Vb − EF )]1/2. Hence, through κ, the TMR effect depends on the height of the

barrier. When the local barrier height varies with the tip-to-sample distance, the TMR effect

also changes. It is well known that the local barrier height in STM measurements decreases when

the tip is approached closer than ≈ 4 Å [83–85]. The decrease is due to the fact that electron

densities of the tip and the sample start to overlap significantly and the tunneling electrons do

not have to overcome the full work function but only a fraction of it. At small bias voltages, the

local barrier height can be obtained from the tunneling current as a function of the tip-to-sample

distance according to the following formula [85]:

φ(eV ) = 0.952

(
d lnI

dS

)2

(4.15)

where the barrier width S is in Å. Fig. 4.23a presents the local barrier height versus the tip

displacement calculated from the data shown in Fig. 4.22a. It is nearly constant at large tip-

sample separation and decreases when the tip further approaches the sample surface. The

observed change of local barrier height is similar to the tip-to-sample distance dependent TMR

effect shown in Fig. 4.22b. This suggests a correlation between the barrier height and the TMR

effect.

To quantify the influence of the local barrier height on the TMR effect, we performed calcu-

lations in the free electron model proposed by Slonczewski [34]. With the local barrier height

measured above, the imaginary wave vector inside barrier for electrons tunneling near the Fermi

level is determined. Therefore, applying the formula given in Eq. 2.3 and Eq. 2.16, the TMR

effect as a function of the tip displacement is calculated. As one parameter, the exchange energy

is chosen to be 1 eV for Co [41]. As there is no direct measurement for the spin polarization

of single crystal Co(0001), we calculate the TMR for 3 different spin polarization values. The

3 different spin polarization values are, 33% chosen from early measurement by Meservey and

Tedrow [86], 45% chosen from recently reported values by Moodera [53], and 65% selected just
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Figure 4.23: (a) The tip-to-sample distance dependent local barrier height calculated with tip-to-

sample dependent tunneling current shown in Fig. 4.22a. (b) Comparison between the measured

tip-to-sample distance dependent TMR with the calculated TMR using the free electron model

proposed by Slonczewski with the local barrier height given in (a) for 3 different spin polarization

values. The calculated curves are normalized with the measured TMR at large tip-sample

separation.

for comparison reasons. Same spin polarization values are chosen for the magnetic tip as the

tip material is dominated by Co (≈ 92%). As the spin polarization values mentioned above are

obtained with Al2O3 barriers of a barrier height of ≈ 2.5 eV [53], Eq. 2.16 and the exchange

energy of 1 eV are used to calculated the wave vectors for spin-up and spin-down electrons.

With these 3 different sets of calculated wave vectors and the distance dependent local barrier

height, the TMR as a function of the tip-to-sample distance for 3 different spin polarization

values are calculated. Fig. 4.23b presents the results of the calculated TMR. For comparison,

the experimentally measured tip-to-sample distance dependent TMR (filled squares) is inserted

in this figure. All curves are normalized to the TMR value at large tip-sample separation. The

figure shows that the calculations for all three spin polarization values reproduce very well the

drop of the TMR with the tip approaching, even though the spin polarization values are varying
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by a factor of 2. To confirm our experimental result, we also take 10% error for the calibration

in z-piezo coefficient into account and perform further calculations. This results in a 20% error

for the measured local barrier height. However, no significant change is found when this error

is taken into account.

Besides the reduction of the TMR due to a reduced barrier height, two other mechanisms

might also contribute to the distance dependence. First, when the tip is approached to the sample

surface, the tip and sample interact with each other. This may influence the spin polarization

and as a consequence of this the TMR. The interaction between an Fe(001) surface and a spin-

polarized tip has been investigated by Fang et al. from the first principle theory [87]. Although

the calculation is carried out for Fe, similar effects should be expected for Co. With first principle

calculation, they found a decrease of the spin polarization when the tip-to-sample distance is

below 2.88 Å. Above this separation, the spin polarization is nearly constant. Therefore, this

mechanism most likely does not contribute to the TMR change in our measurement as it is

observed at larger tip-to-sample distance(≈ 4.5 Å). Second, at large tip-sample separations, the

s-,p-electrons are expected to dominate tunneling. The d-electrons could also be involved in the

tunneling process at smaller barrier width. This change would reduce the spin polarization of

the tunneling electrons as the sign of the spin polarization for s-, p-electrons and d-electrons

are opposite for Co [49] and may further cause an additional reduction of the TMR effect. This

change of the character of the tunneling electrons, however, is expected to happen at small tip

and sample separation as d-electrons are much more localized due to their principle quantum

number is lower by 1. In the calculation of Fang et al. [87], the magnetic moment of Fe surface

atoms remains almost constant when the tip-to-sample distance is above 2.88 Å. This indicates

that there is no strong overlap of d-d states above this thickness as it will induce a change of

magnetic moment. This most likely excludes d-electron tunneling in our experiment. Besides,

the free electron model has already given a good explanation for the drop of the TMR and

we can expect that the change of s-, p- and d-electrons tunneling is not an important effect.

Hence, we can conclude that the local barrier height change is the dominant mechanism for the

TMR drop. This verifies Slonczewski’s model which gives a good approximation for the distance

dependent TMR effect.

In conclusion, with both the tip-to-sample distance dependent TMR and local barrier height

measured by Sp-STM simultaneously, we give an experimental verification of the two theoretical

models given by Jullière and Slonczewski. Slonczewski’s model is found to be a better description

for the TMR in good agreement with the result of theoretical investigation by MacLaren et al.

Our experimental findings also give a guidance for the practical measurement of Sp-STM. For

the optimal performance, it is necessary to work at large tip-to-sample distance to achieve a

high value of magnetic contrast.
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4.5 Bias voltage dependence of the TMR through a vacuum

barrier

Although the tunneling magneto resistance effect has already stimulated a lot of research, many

details of the effect itself are still far beyond complete understanding. For instance, the question

why the tunneling magneto resistance decreases as the bias voltage increases, which is found

in most planar junctions, still remains unanswered. In most cases, the tunneling barriers were

fabricated by deposition of a metal layer (Al or Mg etc.) and subsequent oxidation of this

metal layer. This preparation method has led to either unoxidized remains of the metal inside

the barrier or oxidization of the ferromagnetic electrode at the interfaces between the barrier

and the ferromagnetic electrode. The presence of metal impurities inside the tunneling barrier

or oxidized ferromagnetic layers apparently influence the behavior of the magnetic tunneling

junction. The influence of impurities is difficult to understand as it is hard to be controlled.

Hence, a vacuum barrier is desired for further understanding of the TMR effect as there are no

impurities inside such a barrier and one can work with clean surfaces. In this sense, magneto-

tunneling through a vacuum barrier is of great importance. Before going into details of the

spectroscopy of the TMR through a vacuum barrier, a brief summary of the spectroscopy of the

TMR across insulator barriers is given.

4.5.1 Brief summary of the TMR across an insulator barrier

Using Fe-Ge-Co junctions, Julliere [30] observed a change of nearly 14% at 4.2 K in the tunnel

conductance at zero bias with the application of a magnetic field. A bias voltage dependence of

the TMR is also given in his paper(see Fig. 4.24). The TMR decreases strongly with the bias

voltage. At nearly 3 mV, the TMR value decreased to half of the maximum value, i.e., V1/2 =

3 mV. Julliere explained this strong decrease of the TMR by spin-flips taking place at metal-

barrier interfaces. Many groups have attempted magneto-tunneling between ferromagnetic films

prior to 1995. The results, however, either failed to exhibit any spin polarization of the tunnel

current or were not able to show large TMR at room temperature. The failure of these attempts

might be due to the difficulty of producing a tunneling junctions of good quality. Particularly,

forming the insulator barrier by oxidizing a metal layer is difficult. Consequently, they found

that the TMR effect seems to decrease rapidly with increasing temperature.

In 1995, Moodera et al. reported the first observation of a large TMR at room tempera-

ture [73]. With a tunneling junction of two ferromagnetic layers (Co, Fe, Ni or their alloys)

and a carefully fabricated Al2O3 barrier in between, large TMR values of ≈ 10% were obtained.

Surprisingly, a completely different bias voltage and temperature dependence of the TMR was

found(see Fig. 4.25). There is no strong temperature dependence of the TMR. The TMR value

at 77 K is nearly the same as that at 4.2 K. Even at room temperature, it still has ≈ 50% of
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Figure 4.24: Relative conductance (∆G/G) versus DC bias for Fe-Ge-Co junctions at 4.2 K. ∆G

is the difference between the two conductance values corresponding to parallel and antiparallel

magnetization of the two ferromagnetic films (after Ref. [30]).

the value at 4.2 K. Secondly, the TMR is nearly constant for a bias voltage below 90 mV which

completely disagrees with the above mentioned experiments of Julliere. The bias voltage value

at which the TMR ratio decreases in value by half (V1/2) is increased to ≈200 mV.

Figure 4.25: The ratio of ∆R/R plotted as a function of the bias for CoFe/Al2O3/Co junction.

Inset: Low bias region at three different temperature. The abscissa in the inset is for 4.2 K

data, which are twice the values at 295 K. The increase in ∆R/R as T decreased is seen in the

inset. ( after Ref. [73] ).

One may attribute the different dependence to different types of junctions. For the same

type of Fe/Al2O3/Fe50Co50 junctions, however, Yuasa et al. [75], found that the bias voltage

dependence of the TMR varies with the thickness of the Al2O3 barrier. The thicker the barrier,

the stronger the bias voltage dependence for the junctions with barrier thickness from 14 to 30 Å.

The V1/2 changes from 700 mV for the junction with 14 Å barrier thickness to 300 mV when

the barrier thickness increased to 30 Å. They attributed the effect to the increase of impurity
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scattering with the barrier thickness.

This discrepancy stimulated many theoretical and experimental studies. Not only based on

basic research interests, but also from the application point of view, the decrease of the TMR

ratio with increasing bias voltage across the junction is a serious problem, because it limits the

sensing voltage for devices and by this, the signal-to-noise ratio. Additionally, a temperature

independence of the TMR is also desirable for practical reasons. Up to now, several mechanisms

have been proposed to explain the decrease of the TMR with the bias voltage. They are briefly

summarized as the following:

1. Bandstructure effects:

Bratkovsky attributed the effect to the electric field that is present in a biased barrier

[88, 89]. The electric field skews the barrier’s shape, thus making it more transparent for

“hot” electrons to tunnel at energies where the difference between the DOS of majority

and minority carriers is reduced. As a result, the TMR in the direct tunneling decreases

with increasing bias voltage.

2. Magnon excitation:

In magneto-tunneling spectroscopy, a zero bias anomaly is usually found at low tempera-

tures. Zhang et al. [90] explained this effect with hot electrons producing excitations like

magnons. This mechanism was expanded to explain the decrease of the TMR with in-

creasing bias by Moodera et al. [91]. Due to the excitation of magnons, the magnetization

of the tunneling electrodes are not strictly parallel or antiparallel. Besides, the excitation

of magnons might also cause spin-flip scattering. Hence, a reduction of spin polarization

and the TMR effect is expected. With inelastic electron tunneling spectroscopy (IETS),

they found additional peaks which could be attributed to magnons generated in the FM

electrodes.

3. Nonmagnetic impurity induced two-step tunneling:

As the barrier of the tunneling junction is usually formed by the oxidation of a nonmagnetic

metal, amorphous layers are formed. The amorphous layer has locally different electronic

structures which cause localized states available for tunneling. Additionally, in most cases

either the oxidation of the barrier layer is incomplete or an oxide of the ferromagnetic

metal may form at the interface. The existence of impurities causes localized defect states

in the barrier. Excitation of electrons from these states, either thermally or by hot electron

impact, create states available for two-step tunneling. Because these states are not spin-

polarized, the two-step tunneling is spin independent and has no contribution to the TMR.

Hence, the TMR effect decreases with bias voltage. Theoretically, the calculation by

Tsymbal and Pettifor [49] reveals a strong influence of impurities within the barrier on the

TMR. Experimentally, similar tunneling junctions prepared with different methods and

of different concentration of impurities show a different dependence of the TMR on the
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bias voltage [78, 79]. Further, intentionally doped junctions show stronger dependence on

the bias voltage. These results obviously support the strong influence of impurities on the

TMR effect.

4. Spin dependent scattering caused by magnetic impurities:

Jansen and Moodera [92] studied the influence of magnetic impurities inside the barrier by

comparing the bias dependence of the TMR effect with dopants inside the barrier. They

found the TMR effect shows a stronger dependence on the bias voltage when the dopants

are magnetic ions. The magnetic ions inside the barrier form spin-flip scattering centers.

The spin-flip scattering can be enhanced by the applied voltage. In this way, the TMR

effect decreases.

5. Interface effects:

Besides the above mentioned mechanisms, orange peel coupling due to surface roughness

may also influence the bias dependence of the TMR effect [93, 94].

Which one, among all these mechanisms, plays the most important role for the decrease of the

TMR with bias voltage is still unclear. Unfortunately, it is hard to exclude one of the mecha-

nisms mentioned above in planar junctions due to the complicated barriers. Magneto-tunneling

through a vacuum barrier studied by Spin-polarized STM is obviously of great advantage in the

sense that it offers a tunneling junction with the best quality barrier. There are neither nonmag-

netic impurities nor magnetic impurities inside the barrier. Moreover, a constant tip-to-sample

distance is kept in STM, the influence of the surface roughness can be safely excluded.

4.5.2 Voltage dependence of the TMR across a vacuum barrier

For the study of voltage dependence of the TMR across a vacuum barrier, two different methods

are used to measure the magneto-tunneling spectroscopy. First, we record the magnetic contrast

as a function of the bias voltage with a fixed tunneling current, i.e., the tip-to-sample distance is

not a constant. Second, the tunneling current and magnetic contrast are recorded simultaneously

as a function of the bias voltage with the feedback off. In this way, we avoid a change of the

TMR due to the tip-sample separation.

First, we discuss the results obtained with the first method. We recorded the magnetic

contrast as a function of the bias voltage while keeping the tunneling current constant. The

magnetic contrasts are recorded as the average values of 20 line scans. Fig. 4.26 presents the bias

voltage dependence of the TMR for 3 different tunneling currents obtained with the first method.

The error bars display the statistical errors. We can see that they show a different behavior for

different tunneling currents. At 0.5 nA, the magnetic contrast seems nearly independent on the

bias voltage. At 5 nA, the magnetic contrast decreases when the bias voltage is approaching zero.

In case of 45 nA, the decrease becomes much stronger and the TMR nearly disappears at zero
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Figure 4.26: Bias voltage dependence of the TMR at different tunneling current conditions

obtained on a clean Co(0001) sample. (a) 0.5 nA, (b) 5 nA, (c) 45 nA. Note, the tip-to-sample

distance also changes as the bias voltage changes.

bias. In the constant tunneling current mode, the distance between the tip and sample changes

with the bias voltage (see Eq. 4.13). When the bias voltage is reduced, the tip approaches the

sample surface. Assuming that the TMR is not strongly dependent on the bias voltage, this

would add an additional evidence for the distance dependent TMR discussed in previous section

as the tip-to-sample distance decreases when the tunneling resistance decreases. As pointed out

above, when the tip is situated at large distance above the sample surface, the magnetic contrast

is nearly independent on the tip-to-sample distance. Hence, we may attribute the spectroscopic

measurement at 0.5 nA shown in Fig. 4.26a as a pure voltage dependent measurement. It

indicates an independent behavior on the bias voltage. This is indeed surprising as in all planar

junction measurements, the tunneling magneto resistance effect is found to strongly decrease

with increasing bias voltage.

To further confirm our experimental results and fully exclude distance dependent effects,

we also investigated the pure voltage dependent TMR effect. At each pixel, the feedback loop
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was switched off for a short time. In this way, a constant tip-sample separation is kept during

the spectroscopic measurement. The lock-in output signal as well as the tunneling current were

recorded simultaneously as the function of the bias voltage.
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Figure 4.27: The magnetic contrast across a magnetic domain wall ∆I and the tunneling current

as a function of the bias voltage in a constant tip-sample separation condition. The tip is

stabilized at 1 V, 1 nA.

Fig. 4.27 presents the result of the bias voltage dependent tunneling current (empty circles)

and the difference of the lock-in signal across the domain wall (filled squares). The tunneling

condition for stabilizing the tip was 1V, 1nA. For comparison, we plot both the tunneling current

and the difference of lock-in signal across the domain wall in the same plot. From the figure,

we can clearly see that both curves are almost identical except that their scales are different.

The TMR effect, which is obtained as the difference of the lock-in signal across the domain wall

normalized to the tunneling current, i.e., ∆I/I is obviously a constant in the bias voltage range

from -1.5 V to 1.5 V.

As two independent measurements show the same result, we have to attribute the effect to

physics although it is completely different to the behavior of planar junctions. To understand

the effect, we have to consider the difference of the magneto tunneling through a vacuum barrier

and the tunneling junction across an insulator barrier. As summarized above, the decrease of

the TMR effect with the bias voltage for planar junctions may be correlated with five major
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mechanisms. They are, bandstructure effects, magnon excitation, nonmagnetic impurity induced

two step tunneling, spin scattering caused by the magnetic impurities and the interface quality

related effects. In our case of magneto-tunneling through a vacuum barrier, the experiments

are performed in ultra high vacuum on a clean Co(0001) single crystal with Sp-STM. Neither

nonmagnetic impurities nor magnetic impurities are present inside the barrier. As Sp-STM

is working on a small area of a clean single crystal in a constant current mode (a constant

tip-sample separation), the effect caused by the interface quality should also be minimized.

Hence, the last three mechanisms mentioned above can be safely excluded. In the following,

bandstructure effects and the effect caused by magnon excitation will be discussed.

IETS TMR-V

Figure 4.28: Comparison of IETS and bias dependent TMR at different temperatures. Figures

are cited from [91].

The mechanism of magnon excitation was first proposed by Zhang et al. [90] to explain the

zero bias anomaly in the conductance and tunneling magneto resistance of ferromagnetic tunnel

junctions. Later, the mechanism was expanded by Moodera et al. [91] to explain the decrease

of the TMR with the bias voltage. In their paper, they tried to confirm their argument with

inelastic tunneling spectroscopy (IETS) measurements. Theoretically speaking, the existence of

magnons would cause a reduction of magnetization and spin polarization of the electrodes so

as to decrease the TMR. However, whether the magnons influence the bias voltage dependence

of the TMR or not is still unclear. From the temperature dependent IETS spectrum and the

TMR spectrum shown in their paper, it seems there is no direct correlation between these two

effects. Even assuming the observed peaks in IETS are caused by magnon excitation as they

claimed, it is still hard to find the correlation between magnons and the decrease of tunneling

magneto resistance effect with increasing bias voltage. From the IETS spectra shown in Fig. 3

in that paper (see the left part of Fig. 4.28), the IETS spectrum at 77 K is quite similar to
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that obtained at 295 K and they are completely different to the spectrum obtained at 1 K.

However, the bias voltage dependence of the TMR is just the opposite (see the right upper part

of Fig. 4.28). The data obtained at 1 K and 77 K are nearly identical and they are different to

the data obtained at 295 K. Hence, magnon excitation might not be the dominant mechanism

for the decrease of the TMR with bias voltage and in some cases (at room temperature) it could

even be neglected. Further, in the paper of Moodera [91], the normalized TMR with the bias

voltage at different temperatures can be fitted in a single curve (see the right lower part of

Fig. 4.28). This cannot be explained with the picture of a drop of the TMR with bias voltage

caused by magnon excitation as it should be different at different temperatures. Additionally,

the zero bias anomaly have been extensively studied [95] specifically in nonmagnetic junctions

where magnetic impurities or impurity layers were placed within one of the electrodes or within

the insulating barrier. The effect found in magneto-tunneling junctions could be also related to

the spin-flip scattering due to magnetic impurities existing inside the tunneling barrier [96]. It is

not trivial to make a magneto-tunneling junction without magnetic impurity inside the barrier

except when vacuum barrier is used as in our experiments.

Bratkovsky [88] included bandstructure effects into the calculation for the bias voltage de-

pendent TMR effect. He pointed out that the presence of the electric field in a biased barrier

skews the barrier’s shape, thus making it more transparent for “hot” electrons tunneling at

energies where the difference between the DOS of majority and minority carriers is changed

so as to cause a bias voltage dependent TMR effect. The application of this calculation for

Fe-Al2O3-Fe [91] and CoFe-Al2O3-NiFe [89] junctions resolves a similar decrease of the TMR

with bias voltage. In both calculations, the bias voltage at which the TMR value is half of

the TMR value at zero bias, V1/2 is around 750 mV. A similar junction, Co-Al2O3-Ni80Fe20,

prepared with a better technique [78], however, shows less tendency of the TMR decrease with

increasing bias voltage. The V1/2 is above 800 mV. In the paper, the authors also compared the

magneto-tunneling junctions prepared with different techniques and emphasized the importance

of the quality of the tunneling barrier. The better quality of the tunneling barrier, the less

bias voltage dependence of the TMR. Even with this good preparation technique, the effective

barrier height and effective barrier thickness are still smaller than the expected values, i.e., the

tunneling barrier is still far from perfect. One can imagine that a smaller dependence of the

TMR with the bias voltage would be expected if the barrier is getting better, for instance an

impurity free barrier like a vacuum barrier. Additionally, the decrease of the TMR with bias

voltage is found experimentally to depend on the barrier height. The higher the barrier, the less

bias voltage dependence of the TMR. In planar junction, the barrier is formed by metal oxide

and the electrodes are ferromagnetic metals or their alloy, the barrier hight is around 2-3 eV in

the best case. In our experiments, the tunneling is through a vacuum barrier, the barrier height

is estimated to be around 6 eV, which is more than the double value of the barrier height for pla-

nar junctions. Hence, for the tunneling through a vacuum barrier, a much smaller dependence
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of the TMR value on bias voltage should be expected. Besides, as addressed by Bratkovsky, one

really needs to consider the real bandstructure of both the tunneling electrodes and tunneling

barrier to calculate the bias dependent TMR effect.

E
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Majority bandsMinority bands

Figure 4.29: Calculated relativistic band structure of hcp-Co(0001) for majority and minority

electrons along the Γ−∆−A direction corresponding to the bands with wavevector perpendicular

to Co(0001) surface. After Ref. [97].

Fig. 4.29 presents the calculated relativistic band structure of hcp-Co(0001) for both majority

and minority electrons along the Γ−∆−A direction corresponding to the bands with wave vector

perpendicular to Co(0001) surface. At large tip-sample separations, states with wave vector

perpendicular to the sample surface dominate the tunneling as the electron wave functions in

the vacuum region decay asymptotically as exp[(κ2 + k2‖)
1/2z] where κ is the imaginary wave

vector inside the vacuum and k‖ is the wave vector parallel to the sample surface [64]. Therefore,

the states showing in Fig. 4.29 dominate the tunneling when electrons tunnel between the tip
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and Co(0001) surface. From this figure, we can see that there is no majority band available

for the tunneling from 0.5 eV below the Fermi level up to 6 eV above the Fermi energy. At

positive bias voltage, the electrons tunnel from the tip Fermi surface into the empty states of

the sample. As shown in Fig. 4.29, there is only one band available for tunneling around k‖ = 0.

Therefore, no voltage dependence is expected. At negative bias voltage, the electrons tunnel

from the sample Fermi energy into the tip. In this case, the density of states of the tip determine

the bias voltage dependence of the TMR. Usually, the density of states in an amorphous tip has

no features, i.e., no bias voltage dependence. Hence, a constant TMR behavior should be found.

This explains our experimental finding, i.e., an independent TMR on the bias voltage.

Above, we discussed the TMR at large tip-sample separation. It is nearly constant from -

1.5 V to 1.5 V. At this large tip-sample separation, the states with wave vector perpendicular to

the sample surface dominate the tunneling as pointed above. When the tip further approaches

towards the sample surface, states with k‖ �= 0 contribute to the tunneling. As one example, the

surface states, which k⊥ = 0, can be much more pronounced in the spectra when the tunneling

tip approaches to the sample surface [98]. For Co(0001), there are several surface states near

the Fermi energy. Therefore, a bias voltage dependent TMR effect could be found at small

tip-sample separation. In order to check this, we performed magneto-tunneling spectroscopic

measurements at 100 mV, 1 nA, i.e., similar measurements as in Fig. 4.27 but at smaller tip-

sample separation.

Fig. 4.30 presents the result of magneto-tunneling spectroscopic measurements where the tip

was stabilized at 100 mV,1 nA. Fig. 4.30(a) shows the bias voltage dependent tunneling current.

It is nearly linear with bias voltage at small bias and becomes exponentially at large bias. Very

interestingly, the bias voltage dependent TMR (c) shows a completely different behavior as the

measurement performed at 1 V, 1 nA (d). It shows a strong drop at ≈ 0.2 V. The TMR value

obtained at 1 V, 1 nA is almost 2 times higher than that at 100 mV, 1 nA is caused by the

tip-to-sample distance change as has been discussed in previous section. When the tip is closer

to the sample surface, not only the electrons with wave vector fully perpendicular to the sample

surface but also the other electrons are involved in the tunneling. Even the surface states with

wave vectors fully parallel to the sample surface can be observed by STM at small tip-to-sample

distances. The drop of the TMR at +0.2 V may come from the bulk states with wave vectors

not strictly perpendicular to the sample surface or from the surface states. This is still an open

question and needs further theoretical calculations to be understood, completely.

In summary, the bias voltage dependent TMR across a vacuum barrier is studied. At large

tip-to-sample distance, the TMR is independent on the sample bias. This finding excludes the

magnon excitation as the dominant mechanism for the TMR drop with bias voltage. In com-

parison with the bias voltage dependent TMR for planar junctions, we conclude that impurities

inside the tunneling barrier or at the interface, which cause two-step tunneling or spin dependent

scattering, are the dominant mechanisms for the TMR decrease with increasing bias voltage.
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Figure 4.30: A typical tunneling current (a) and TMR (c) as a function of the bias voltage on a

clean Co(0001) surface obtained with the tip stabilized at 100 mV, 1 nA. (b)&(d) is the similar

measurement as (a)&(c) with the same tip, but obtained with the tip stabilized at 1 V, 1 nA.

For small tip-to-sample distances a strong drop of the TMR at ≈0.2 V is found. This may be

caused by the contribution of electrons with wave vector not fully perpendicular to the surface.
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4.6 Spin-polarized tunneling through a nonmagnetic spacer

In general, spin-polarized scanning tunneling microscopy is a surface sensitive technique to probe

the magnetic structure of the sample surface. From how deep Sp-STM obtains the information,

however, still remains an open question. Covering the magnetic sample with a thin nonmagnetic

metal layer and studying the spin contrast as a function of the thickness of this layer gives the

direct answer to this question.

In case of planar junction, the TMR in the presence of a nonmagnetic spacer layer inserted

between the insulating layer and one of the magnetic electrodes has been studied intensively. In

the first experiments, Moodera et al. [99] measured the spin polarization in Al/Al2O3/Au/Fe

junctions as a function of the Au interlayer thickness d, finding that the polarization decreases

rapidly for the first 2 ML Au but decreases with 1/d at larger thickness. In the context of

magneto-tunneling junctions, the calculations by Vedyayev et al. [100] and Zhang et al. [101]

predicted oscillations of the TMR as a function of the thickness of the nonmagnetic layer. These

calculations show that the interface layer induces quantum well states (QWS) when a resonance

condition is fulfilled. Later Moodera et al. indeed found weak oscillations and further confirmed

the QWS with spectroscopic measurements [52]. The experimental results by Sun et al. [102] also

show a fast decay of the TMR for thin nonmagnetic layers and a slow decrease of the TMR at

larger nonmagnetic layer thickness. When Parkin et al. [103] investigated the TMR as a function

of the thickness of a nonmagnetic layer grown on Al2O3, a large spin polarization was maintained

over distances in excess of 10 nm, in striking contrast to the earlier experiments of Moodera et

al. as well as later experiments of Sun et al. To clarify these conflicting results, Zhang et al. [104]

have argued that the behavior of the TMR in the presence of an interfacial nonmagnetic layer

critically depends on the quality of the interfacial layer, e.g., the thickness fluctuations in a short

length scale. Mathon et al. recently found that quantum well states in the metallic interlayer

are necessary for a non-vanishing TMR, even in the limit of coherence loss [105]. Experiments

by LeClair et al. [106], however, show an opposite behavior. They compared tunneling junctions

of Co/Al2O3/Co with a nonmagnetic Cu spacer inserted at different positions, i.e., under or

over the Al2O3 barrier and found different decay behaviors for the TMR as a function of the

Cu thickness. The junctions with Cu films of better quality have a stronger decrease of the

TMR effect. In all these experiments, the tunneling barriers were formed by amorphous Al2O3.

During the preparation of the tunneling barriers, i.e., the oxidation of a Al metal layer, there

could be either unoxidized Al impurities remaining in the tunneling barrier or oxidation of

magnetic electrode may happen at the interface. Intermixing of the nonmagnetic spacer with

the barrier or the tunneling electrodes may be present when it is inserted between them. In our

experiments, a UHV Sp-STM is used and all experiments are performed in ultra-high vacuum.

The tunneling barriers are formed by vacuum, the effect of impurities can surely be excluded.

The system Au/Co(0001) is chosen for our measurements. Since the surface energy of
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Au(111) is lower than that of Co(0001) [107], Au atoms will remain on top of Co atoms and wet

the surface, i.e., no strong roughness and intermixing is expected. The Au films are deposited

on the Co(0001) surface by means of e-beam evaporation at room temperature. The Au source

mounted in a Mo crucible is heated by e-beam bombardment for evaporation. To check the

growth mode of Au/Co(0001) as well as to calibrate the growth rate of the evaporation, we

performed STM measurement before and after the deposition of Au.

100 nm

Figure 4.31: Topography measurement of a clean Co(0001) surface with one monolayer step.

Fig. 4.31 presents an STM measurement on a clean Co(0001) surface. Due to the limited

annealing temperature, the surface remains with a low concentration of small defects - either

sputter defects or local fcc or misoriented hcp areas as pointed in Sect 4.2. The island concen-

tration was estimated to be less than 0.05 ML.

Fig. 4.32a shows a STM image of Co(0001) after 20 min depositing of Au which corresponds

to ≈2.6 ML coverage. The substrate is nearly filled and only a small concentration of islands

appear on top of the closed film. The figure shows that Au deposited on Co(0001) grows in a

two dimensional mode. With a line profile across the several islands shown in Fig. 4.32b, the

island height is estimated to be roughly 4.5 Å, indicating a double layer growth. Hence, the

deposition rate of Au can be estimated to be ≈ 0.13 ML/min. Additionally, the deposition

rate was crosschecked with the film after 5 min deposition of Au. The same deposition rate is

obtained which indicates a good stability of the evaporator and a high reproducibility of the

experiments.

Since the domain pattern on the Co(0001) surface is rather complex with a variety of different

types of domains, it is not trivial to study the domain contrast as a function of Au thickness. In

the case that the sample is transferred out of STM stage for the deposition and inserted back for

observation, it is practically impossible to find back the same domain. In order to compare the

magnetic contrast of different Au coverages it is better to compare the change of contrast of the
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Figure 4.32: (a) STM measurement of Co(0001) surface with 20 min deposition of Au. (b) A

line profile of the morphology indicates a double layer growth.

very same domain, i.e., a domain at the same sample position. To satisfy this condition, the Au

evaporator is mounted in the STM stage to perform a real in-situ measurement. It is mounted

in such a way that deposition is carried out under a glacing incidence between the sample and

the tip. After scanning each image, the tip is retracted by several coarse steps (≈ 30 µm)

from the sample surface for the deposition of Au. With this relatively short retraction, the

same position of the sample surface can be found after a new approach. Note that the above

mentioned deposition rate was calibrated with tip retracted by several coarse steps. We also

performed the calibration with the tip fully retracted. No difference was observed. Hence, the

tip-to-sample distance is sufficient for Au deposition.

Fig. 4.33a presents a magnetic domain image obtained with Sp-STM on a clean Co(0001)

surface. It shows a dendritic like domain pattern as usually found on Co(0001). Fig. 4.33b-d

present the magnetic domain pattern with 1.3, 2.6 and 3.9 ML of Au cover layer. The domain
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a

Figure 4.33: Sp-STM image of Co(0001) with the same tip for different coverages of Au. (a)

clean Co(0001) (b),(c) and (d) are images with ≈ 1.3, 2.6 and 3.9 ML of Au.

pattern remains almost the same after covering the Au layer. The relative contrast, however, is

different for different Au coverages. The contrast of the sample with 1.3 ML coverage of Au is

only a little bit weaker than the sample without Au layer. When the thickness of the Au layer is

increased to 3.9 ML, the contrast, however, nearly vanishes. With a deposition of 1.3 ML more

of Au, no contrast was observed within our Sp-STM sensitivity.

To further quantify the decrease in contrast with increasing Au thickness, the contrast across

each scan line was recorded and averaged for each coverage. The result and its error margin is

shown in Fig. 4.34. The magnetic contrast shows an almost linear decrease with Au coverage.

The TMR effect almost reaches zero when the thickness of the covered Au layer is ≈4 ML.

During the deposition of Au, the evaporator source also degases as it is heated up to high

temperature. There are some gases coming from the evaporator source (most of it is H2). To

demonstrate that there is no influence of the gas adsorption on the TMR effect as well as exclude

effects caused by tip changes during the deposition of Au, we performed Sp-STM measurement in

the shadow of the tip. At this position, no Au is present since it was shadowed by the tip during
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Figure 4.34: The TMR (∆I/I) as a function of Au coverage.

the previous deposition. If gas like CO absorbed, it would strongly reduce the spin polarization

of the surface atom so as to reduce the TMR [108]. As CO gas sticks more efficiently to Co than

Au, a stronger decrease of the TMR would be expected in the shadow of the tip. In other words,

if large TMR signals can be found in the shadow of the tip, the influence of the gas absorption

on the sample and the tip can be excluded.

To check this, we moved the tip along its shadow to another position which is nearly 50 µm

away from the position where above mentioned measurements were performed. As Au islands

can be distinguished in size with STM from the Co islands after annealing (see Fig. 4.31 and

Fig. 4.32), we can cross-check if the observed area is in the shadow of the tip. We found indeed

that there was no Au at this position. Sp-STM measurements show magnetic domains with

high contrast in the shadow. Therefore, we can conclude that there is no significant change of

the tip during the whole experiment. The influence of gas absorption can also be excluded. To

check the reproducibility of the previous mentioned measurement, ≈2.6 ML of Au was deposited

at this position and repeated the Sp-STM measurement. The obtained contrast is found to be

nearly 50% of its original value which reveals the good reproducibility of the above measurement

with this tip.

When the same measurement was repeated with different tips, the Au thickness dependence

of the TMR, however, is different. Fig. 4.35 presents the TMR as a function of the Au coverage

for 3 different tips. They are normalized to the value obtained on clean Co(0001) surface. The

results for 3 different tips are different. The TMR can either strongly/weakly decrease or even

slightly increase with the Au coverage. As the tunneling conditions (bias voltage and tunneling

current) used for these measurements are exactly the same, the influence of bias voltage can be
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excluded. Besides, as we addressed above, the influence of gas absorption can be neglected. One

might suspect that the evaporation rate can change for different measurement. The evaporation

rate estimated from the topographic images, however, gave almost the same result. Additionally,

AES measurements also confirmed identical Au deposition rates. Besides, double layer growth

mode was always found for these measurement when the thickness is below 6 ML. Therefore, a

different dependence of the TMR on Au thickness due to a different surface roughness can be

excluded. Hence, we have to attribute the different dependence of the TMR on the Au coverage

to the different tips. As we used amorphous CoFeSiB tips whose ends are hard to control, the

apexes could have different composition or different structures. This might influence the Au

coverage dependence of the TMR.
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Figure 4.35: The TMR (∆I/I) effect as a function of Au coverage for 3 different tips.

Generally speaking, there are 2 different physical phenomena that influence the TMR when

the electrons cross the additional deposited Au layer. First, as the potential of the Au layer

is lower than that of both vacuum and Co electrode, quantum well states (QWS) may form

in this layer and resonant tunneling may occur. Due to the exchange splitting of the Co,

the spin-up and spin-down electrons occupy different energies. This would cause a different

transmission and reflectivity for spin-up and spin-down electrons at Au/Co interface, i.e., the

quantum well states are different for spin-up and spin-down electrons. Hence, a change of the

TMR due to the inserted Au film is expected. And second, spin scattering in the Au layer

decreases the spin polarization of the tunneling electrons. The mean free path (the distance for

electrons propagating coherently) in Au has been estimated to be around 25 nm near the Fermi

energy [109] and a few eV above [110]. Hence, a slow decay is expected.
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Figure 4.36: Schematic potential for the electrons tunneling between the tip and the sample

surface in the presence of a nonmagnetic metal layer inserted between the sample and vacuum.

The antiparallel configuration between the tip and the sample magnetization is displayed in this

figure.

In the following, we will discuss how the quantum well states influence the TMR in one

dimensional free electron model which was first proposed by Slonczewski [34]. Similar calcula-

tions have been carried out by Moodera et al [52]. The configuration used in this calculation

consists of two ferromagnetic electrodes, the tip and the sample, a vacuum barrier with the

width of tv, and a nonmagnetic metal layer with the width of tNM (see Fig. 4.36). For simplic-

ity, the tip and the sample are assumed to have the same bandstructure. The Fermi energy is

chosen to correspond to the spin-split free electron like itinerant d-electron bands of Co, i.e.,

EF,FMσ = 0.83 ± 0.5 eV for the majority (minority) spin electrons [41]. The barrier height and

barrier width are chosen, φv = 5 eV and tv = 0.7 nm, respectively. The electronic parameters

of the NM metal layer of thickness tNM are chosen to correspond to those of Au [111], i.e.,

EF,NM = 5.51 eV. All electrons are assumed to have free electron mass and the calculations are

performed for zero temperature.

Fig. 4.37 shows the calculated TMR as the function of the nonmagnetic film thickness tNM .

As can be seen, the TMR rapidly oscillates between positive and negative values due to QWS

which develop when the round trip phase accumulation equals 2π. The period equals π/kF,NM ,

with kF,NM the Fermi vector inside the NM layer. It seems that the TMR oscillates forever if

there is no phase coherence breaking or spin scattering. The breaking of phase coherence in a

thick interface layer results in quenching of the TMR [100, 104]. As in experiments tNM is varied

in monolayer steps only, Fig. 4.37 also shows intersections for several monolayer thicknesses

tML,NM . This aliasing effect results in oscillations with a much longer period. For a monolayer

thickness of 0.2355 nm, corresponding to the perpendicular bulk lattice parameter of Au(111),

the TMR initially increases and crosses zero value when the thickness is around 6-7 ML. However,

the nonmagnetic layer thickness dependent TMR effect strongly depends on the monolayer
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Figure 4.37: Calculated nonmagnetic metal layer thickness dependence of the TMR at zero bias,

using EF,FM = 0.83 ± 0.5 eV for both the tip and the sample, EF,NM = 5.51 eV, φv = 5 eV,

and tv = 0.7 nm. The continuous variation is intersected at full monolayer coverages (dashed

lines): (◦)tML,NM = 0.22 nm, (�) 0.2355 nm (Au(111)), and (�)0.25 nm.

thickness of the nonmagnetic layer. When a different ratio between the monolayer thickness

and the Fermi wavelength inside the NM layer is used, the result is different. For a monolayer

thickness of 0.22 nm, a much quicker decrease in comparison with the monolayer thickness of

0.2355 nm is found. A much slower decrease can also be found for tML,NM = 0.25 nm. One

can imagine that when the monolayer thickness is exactly the same as the oscillation period,

tML,NM = π/kF,NM , no thickness dependent TMR behavior is expected. Hence, with different

ratios between the monolayer thickness and the Fermi wavelength inside the NM layer, different

thickness dependent TMR behaviors are expected.

In the one dimensional free electron model, the transmission coefficient of a quantum well

depends only on both the incident and emitted wave vector as well as the properties of the well

itself, the wave vector and well width [112]. The emitted wave vector is the wave vector of the

Co sample which should be constant for different measurements. The incident wave vector is the

wave vector inside the vacuum barrier which is determined by the barrier height. The barrier

height might be different for the different tips as their sharpness can be different. However, the

magnitude of the barrier height change should not be large. Fig. 4.38 presents the calculated

TMR as a function of the nonmagnetic thickness with tML,NM = 0.2355 nm for 3 different

barrier heights. We can see that there is only a small difference for the NM thickness dependent

TMR between 3 and 5 eV barrier height.
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Figure 4.38: Similar calculation as in Fig. 4.37 with tML,NM = 0.2355 nm for 3 different barrier

heights: (�)φv = 5 eV,(•)φv = 4 eV , and (�)φv = 3 eV.

Above, only one wave vector is considered. This simple one dimensional free electron model

cannot explain our experimental findings. Why this NM thickness dependent TMR strongly

depends on the tip used in the experiments still remains puzzling. When different tips are used

in the experiments, the tip-to-sample distance may be different due to the different sharpness

of the tip. As addressed in previous section, the tunneling electrons with nonzero transverse

momentum can be involved in tunneling when the tip to sample distance is small. For different

transverse momentum, the longitudinal momentum in the nonmagnetic layer, which determines

the period of oscillation caused by quantum well states, is different when different tips are used.

This causes oscillations of the TMR with different periods and the sampling effect may decrease

the TMR effect strongly.

Additionally, the different multi-component amorphous CoFeSiB tips may have slightly dif-

ferent bandstructures which match to the Au covered sample bandstructure differently. In this

way, different dependence may be expected. However, this requires more complicated calcula-

tions which include all bandstructure effects.

In summary, we studied the Au coverage dependence of the TMR effect on Co(0001) surface

by comparing the same domain structure with different Au coverage. The TMR does not vanish

quickly in the presence of a nonmagnetic spacer. Several different behaviors of the dependence of

the TMR effect on the Au coverage are observed with different tips. The different dependencies

may be caused by the different sharpness of the tip or details in the bandstructure of the tip

apex.



Chapter 5

Main conclusions and summary

This thesis is devoted to spin-polarized scanning tunneling microscopy (Sp-STM) which is a new

magnetic imaging technique with nanometer resolution. In this chapter, a short summary of the

main topics discussed in the thesis and the final conclusions will be given.

1. Details of the Sp-STM technique are described. It is based on the tunneling magneto

resistance (TMR) effect between a ferromagnetic tip and a ferromagnetic sample. By pe-

riodically changing the magnetization of the soft magnetic tip with frequencies between

40-80 kHz and in combination with lock-in technique, topographic and spin-dependent

parts of the tunneling current are separated and the topography and the magnetic struc-

ture of the sample are recorded simultaneously with high resolution. For the functionality

of this method it is important to avoid mechanical vibrations and keep constant tip-

to-sample distance during the switching process of the tip magnetization. For optimal

performance, CoFeSiB amorphous tips with low coercive fields (50 µT), vanishing mag-

netostriction (< 4 × 10−8), low saturation magnetization (0.5 T) and low magnetization

losses at frequencies up to 100 kHz were chosen. To minimize the influence of the stray

field of the tip on the sample, electrochemical etching is used to prepare very sharp tips.

2. To verify the magnetic origin of the obtained contrast by Sp-STM, two proofs were given.

First, with external magnetic field pulses, domain walls can be moved depending on the

field direction while the topography remains unchanged. Second, the observed domain

structure is similar to that obtained with standard magnetic imaging techniques, such as

Kerr microscopy, SEMPA and MFM. The contrast mechanism of Sp-STM is discussed. It

is evidenced that contributions of vibrations caused by the static magnetic force between

the tip and the sample can be excluded. In a simple model, the lateral resolution of Sp-

STM is estimated to be one order of magnitude better than that of MFM if the same tip

is used.
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3. Using Sp-STM, the closure domain structure of Co(0001) is studied with high resolution.

Further insight in the fine structure of the complicated magnetic domain structure is

obtained. Besides the well established wide surface domain walls, ultra narrow sections of

the wall are found. The narrowest width of these walls is only 1.1 nm, which is more than

an order of magnitude smaller than previously observed in bulk Co. Artifacts like dragging

or modification of the wall by the magnetic tip can be excluded. In comparison with the

full contrast between the fully perpendicular domains obtained in large area scan, the ultra

narrow domain walls are found to have a rotation of magnetization from −10.1 ± 1.5◦ to

+10.1 ± 1.5◦ with respect to the sample surface. This is in very good agreement with the

surface closure domain model which predicts a surface closure domain wall width of 1.5 nm

and a rotation of magnetization from −10◦ to +10◦ with respect to the sample surface.

The observation of ultra narrow domain walls demonstrates that the lateral resolution of

our technique is better than 1 nm.

4. The technique also allows to study locally the wall mobility and magnetic susceptibility.

The magnetic susceptibility signal can be detected by the second harmonic of the modu-

lation frequency. In the limit of soft magnetic materials or strong stray fields of the tip,

this signal shows a contrast at domain wall locations. In combination with higher switch-

ing frequencies, the technique in principle allows to perform local studies of the switching

behavior of individual magnetic nanostructures.

5. With Sp-STM, the barrier width dependent TMR effect through a vacuum barrier is

investigated. By varying the tip-to-sample distance in a controlled way at constant bias

voltage, the TMR as a function of the gap width is measured. At large tip-to-sample

distances the TMR is constant. At distances below ≈ 4.5 Å, a drop of the TMR is found

in contrast to the prediction of Jullière. The drop is correlated to the strong decrease

of the local barrier height which is measured simultaneously. These observations give a

quantitative verification of Slonczewski’s model. The experimental finding also gives a

guidance for magnetic imaging with Sp-STM. For the optimal performance of Sp-STM, it

is necessary to work at large tip-to-sample distances to achieve a high value of magnetic

contrast.

6. In contrast to planar junctions, in which a strong decrease of the TMR with bias voltage

is found, the TMR through a vacuum barrier for a Co(0001) sample is independent on

the bias voltages between -1.5 V and 1.5 V for large tip-sample separation (1 V, 1 nA).

The experimental results show that the TMR drop with increasing bias voltage in planar

junctions is not due to the magnon excitations. Our findings reveal that the mechanism

is dominated by impurities. At smaller tip-sample separations (100 mV,1 nA), a strong

decrease of the TMR at ≈ +0.2 V is found. The effect could be caused by the involvement



85

of bulk states with k‖ �= 0 or surface states with lower or opposite spin polarization for

tunneling at small tip-to-sample distance.

7. The influence of a nonmagnetic Au layer deposited on top of Co(0001) on the TMR effect

is discussed. Large values of TMR can still be found even if Co(0001) sample is covered

by Au layer as thick as 3 nm. This suggests that Sp-STM could be used for studies of

magnetic structures covered by protective layers. For different tips, different Au thickness

dependent TMR effects are found. The effect may correlate with different tip-sample

separations caused by the different sharpness of the tips or with different bandstructure

matchings between the tip and the sample for different tips.
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Appendix A

Component resolved Kerr effect

Besides the work mentioned in this thesis, I also spent 9 months working in developing a new

technique, i.e., the component resolved Kerr effect.

In the spin-reorientation transition (SRT) when the magnetization changes between perpen-

dicular and in-plane orientations at least two components of magnetization can be involved in the

reversal process due to a field sweep. This causes a mixing of polar and longitudinal Kerr signal.

This kind of mixing is also commonly found when the external field is not strictly aligned. As

the longitudinal and polar Kerr signals are mixed with a field-dependent strength, quantitative

data analysis is difficult. To overcome this problem, we developed a new experimental method

to deconvolute the polar and longitudinal signals by two measurements of the Kerr signal in

reversed geometries. By including the transverse component, the method is expanded to 3-D

studies of magnetization by simple Kerr measurements, i.e., the component resolved Kerr effect.

By using four different geometries, related to each other by mirror symmetry and a 90◦ rotation,

all the polar, longitudinal and transverse components of the magnetization can be obtained.

The technique has been used to study the spin-reorientation transition in Co/Au(111). With

thickness within the SRT region we find hysteresis loops with non-vanishing remanence in all

three components when a field is applied within the film plane. A vertical field, however, drives

the same film into a single domain state exhibiting full remanence. The fact that remanence is

found in all magnetization components, and full remanence is obtained in a vertical field, rules

out that the transition proceeds via a state of canting of magnetization and indicates that it

proceeds via a state of coexisting phases. As the details of the technique has been published, I

attached the original publication in this thesis as reference.
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Abstract

A new procedure is presented which can be easily applied to separate longitudinal and polar Kerr signals. The method
is advantageous particularly in systems where in-plane and out-of-plane states of magnetization are involved in the
reversal process. The feasibility of the method is demonstrated at the spin-reorientation transition in Co/Au(1 1 1)
"lms. � 2000 Elsevier Science B.V. All rights reserved.
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Keywords: Magneto-optical e!ect; Kerr e!ect; Spin-reorientation transition; Magnetic hysteresis; Thin "lms

1. Introduction

Moog and Bader have demonstrated that the
magneto-optical Kerr e!ect (MOKE) is very well
suited for the study of thin "lm magnetism [1].
Since this pioneering experiment MOKE has be-
come a very important technique for the investiga-
tion of magnetism in monolayer "lms [2,3]. Three
main experimental geometries are known, i.e. the
polar, longitudinal and transverse Kerr e!ects.
They are classi"ed with respect to the orientation of
the magnetization to the light scattering plane.
Usually, the polar Kerr signal is one order of mag-
nitude larger than the longitudinal signal [3].

Hence, a small perpendicular component can cause
considerable polar contribution in the Kerr signal
in longitudinal geometry. Particularly, in the spin-
reorientation transition when the magnetization
changes between perpendicular and in-plane ori-
entations at least two components of magnetization
can be involved in the reversal process due to a "eld
sweep. The mixing of the two components will get
even worse if the external "eld is slightly misalig-
ned. Then, within the spin-reorientation the longi-
tudinal, and polar Kerr signals are mixed with
a "eld-dependent strength. This makes the quantit-
ative data analysis di$cult. Hysteresis loops reveal-
ing such a mixture have only qualitatively been
discussed in Ref. [4]. To overcome this problem
Yang and Scheinfein suggested to measure the
exact polar signal in normal incidence geometry
[5]. Up to now the deconvolution of mixed longitu-
dinal and polar signals has not been addressed. In
this paper we propose a new method to separate

0304-8853/00/$ - see front matter � 2000 Elsevier Science B.V. All rights reserved.
PII: S 0 3 0 4 - 8 8 5 3 ( 9 9 ) 0 0 7 9 0 - 8
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Fig. 1. Sketch of the experimental set-up for the polar and
longitudinal Kerr e!ects. (a) In polar geometry the angles be-
tween k and M are exactly the same and k ) M is equal for $�

�
.

(b) In longitudinal geometry the angles between k and M are
supplementary angles for the light coming from the right- or left-
hand side and k ) M changes sign when the direction of incidence
is reversed.

� In the classical model, Kerr e!ect can be understood as the
change of the electric "eld vector by the Lorentz force f"E�M
due to the magnetization of material. The contribution to the
Kerr signal is proportional to cos(k ) M).

longitudinal and polar Kerr signals and demon-
strate the feasibility of the proposed procedure.

2. Principle

In "rst-order approximation the Kerr signal is
a function of the direction cosine between the
propagation vector of the incident light k and the
direction of the magnetization M, i.e. k ) M [3].� In
polar geometry the angles between k and M are
exactly the same for inverted geometries (see
Fig. 1a). Hence, the polar Kerr signal is an even
function of the incident angle. Exactly the same
hysteresis loops will be obtained in both geomet-
ries. On the contrary (see Fig. 1b), in the longitudi-
nal geometry the two angles between k and M are
supplementary angles in the reversed experiments.
This means that the longitudinal signal is an odd
function of the incident angle. It will change sign if
the incident and scattered beams are exchanged.
These basic symmetry properties are used to disen-
tangle the mixed Kerr signals which may occur
with a general geometry (neither strictly polar nor
strictly longitudinal).

A phenomenological description of the mag-
neto-optical Kerr e!ect can be given by utilizing the
Fresnel coe$cients of re#ectivity. The Fresnel re-
#ection coe$cients r

��
, r

��
are given in Table 1

[5}8]. The "rst and the second subscripts indicate
the polarization of the scattered light and the inci-
dent light, respectively. For the sake of simplicity
a single interface nonmagnetic/magnetic has been
assumed for deducing the formulae corresponding
to a semi-in"nite sample (bulk). For ultrathin "lms
the e!ect of the substrate has to be considered.
Similar formulae with the same characteristic fea-
tures are obtained in "rst-order approximation
[5}8]. The quotient of the coe$cients r

��
, r

��
is the

Kerr signal. The real/imaginary part represents the
Kerr rotation/ellipticity, respectively. For s-polar-

ized incident light the ratio of the longitudinal
signal to the polar signal is proportional to
!tan �

�
(the ratio is tan �

�
for p-polarized light).

It is an odd function of the incident angle �
�
. This

proves that both geometries are of di!erent sym-
metry with respect to �

�
. Utilizing the re#ection

coe$cients from Table 1 we can calculate the Kerr
signals which reveal the above-mentioned symmet-
ries. Particularly, for s-polarized light one can de-
rive from Table 1 the ellipticities for $�

�
:

����"��$�� (1)

with ���� , ���� the Kerr ellipticities for the respec-
tive angles of incidence, and ��, �� the ellipticities for
the polar and longitudinal Kerr e!ects.

Hence, by two measurements of the Kerr signal
in reversed geometries, one can obtain the sum and
di!erence of the polar and longitudinal Kerr sig-
nals, respectively. This allows one to determine the
individual contributions: by taking the sum of both
signals one obtains twice the polar Kerr ellipticity,
by taking the di!erence one obtains twice the longi-
tudinal Kerr ellipticity. This procedure is thus very
well suited to separate the response of the longitu-
dinal and polar Kerr e!ects.

L6 H.F. Ding et al. / Journal of Magnetism and Magnetic Materials 212 (2000) L5}L11
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� In textbooks it is shown that only for s- or p-polarization
a high extinction ratio will be found when the light is re#ected at
a metal surface and the angle of incidence is not too close to 03
or 903 (see Ref. [11]).

�Glan-Thompson polarizer are used with an extinction ratio
of 10��.

Table 1
The Fresnel coe$cients for s-polarized light for a single nonmagnetic/magnetic interface. The complex index of refraction for both
materials are n

�
and n

�
. �

�
and �

�
are the angles of incidence and re#ection of the light with respect to the interface normal

r
��

r
��

Polar
n
�

cos �
�
!n

�
cos �

�
n
�

cos �
�
#n

�
cos �

�

in
�
n
�

cos �
�

Q

(n
�

cos �
�
#n

�
cos �

�
)(n

�
cos �

�
#n

�
cos �

�
)

Longitudinal
n
�

cos �
�
!n

�
cos �

�
n
�

cos �
�
#n

�
cos �

�

!in
�
n
�

cos �
�

tan �
�

Q

(n
�

cos �
�
#n

�
cos �

�
)(n

�
cos �

�
#n

�
cos �

�
)

Transverse
n
�

cos �
�
!n

�
cos �

�
n
�

cos �
�
#n

�
cos �

�

0

3. Experiment

Co on Au(1 1 1) has been chosen to demonstrate
the feasibility of the above-sketched method. Due
to the spin-reorientation transition a mixing of
di!erent magnetization states can appear [9]. The
Co "lms were grown at room temperature under
UHV conditions by means of e-beam evaporation
onto an Au(1 1 1) single crystal. The rate of depos-
ition was 0.4 ML/min. The Au(1 1 1) crystal was
cleaned by Ar ion etching and annealing at 900 K
for half an hour. The reconstruction of Au was
clearly seen in the low-energy electron di!raction
(LEED) pattern. After growth, the "lm has been
annealed at 510 K for 10 min in order to stabilize
the magnetic properties, stop the Au di!usion and
smooth the sample surface [10]. The thicknesses
were tuned to "t the region close to the spin-
reorientation transition.

S-polarized light was used to minimize signals
caused by the transverse Kerr e!ect (see Table 1).
Transverse signals can be caused by some small
remnants of p-polarization. The amount of p-polar-
ization can be estimated from optical calibration
measurements. The extinction ratios have been de-
termined in crossed polarizer geometry to investi-
gate the e!ects of the windows. Values of 10�� and
10�	 are found for the extinction ratio with and
without windows, respectively.� The values are

quite low for the re#ection at a metal surface which
indicates that the state of polarization must be very
close to s-polarization.� If we assume that the ex-
tinction of 10�	 is solely determined by a slight
misalignment of the polarization of the incoming
light (worst case) we will obtain 1.5 mrad as the
tilting angle. Due to birefringence of the windows
the light is elliptically polarized and the extinction
ratio is worse when windows are implemented. If
we assign, in the same way as above, the increase in
intensity due to birefringence to misalignment of
the incident light we will get 3.5 mrad as the angle
of deviation. For the magnetic measurements
a quarter-wavelength plate is implemented to elim-
inate the window e!ects and to increase the sensi-
tivity [12]. With the quarter wavelength plate
again an extinction value of 10�	 is obtained. In
spite of that high extinction ratio a total misalign-
ment of 5 mrad, the sum of both uncertainties, is
assumed as a conservative estimate. We have cal-
culated the amount of ellipticity that is created due
to the transverse Kerr e!ect caused by the esti-
mated misalignment. Utilizing the formulae given
by Zak and co-workers [13], the Voigt constant
from Ref. [14] and tabulated values for the index of
refraction [15] we "nd for our experimental set-
tings 2.2% of longitudinal signal in saturation as an
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 Following Zak, the Fresnel coe$cients r
��

, r
��

and r
��

, in
longitudinal geometry, and the change of re#ectivity �r

��
in

transverse geometry at 2 eV were calculated for an angle of
incidence of 453. The sample is 5 ML Co/Au which is very close
to the "lm thickness in the measurement. We obtained 139 �rad
ellipticity for s-polarized light in longitudinal geometry. As-
suming �"5 mrad as the angle of deviation from pure s-pola-
rization and �"8.7 mrad as the orientation of the analyzer
we can calculate the ellipticity that is caused by the small
amount of p-polarization. From the imaginary part of
�r

��
(�#�) sin � cos �/(r

��
cos � sin �#r

��
sin � cos �) we ob-

tain 3 �rad.

Fig. 2. Kerr ellipticities for a Co "lm on Au(1 1 1) at a thickness close to the spin-reorientation transition. The "eld is applied within the
"lm and the light scattering plane. S-polarized light is impinging along #453 (a) and !453 (b), respectively.

upper limit for the uncertainty.
 It should be
pointed out that after exchanging the two optical
parts the same value of extinction within a factor of
1.5 is achieved.

In order to keep the light spot at the same place
on the sample, an additional laser has been used to
mark the position while the light source and de-
tector are interchanged. The positions where the
light goes through the windows have also been
marked. The optics, i.e. laser and polarizer as well
as the analyzer components, are "xed to separate
rigid supports which are tightly attached to the
windows of the UHV chamber. The combination of

marking the positions and the geometry of the
experiment reduces the uncertainty of the incident
angle on reversing the geometry to less than 13. As
the sensitivity of the polar and longitudinal Kerr
e!ect is constant around 453 such small changes in
the angle of incidence can be neglected [13].

4. Experimental results

The hysteresis loops obtained for an angle of
incidence of $453 are plotted in Figs. 2a and b.
The magnetic "eld was applied parallel to the "lm
plane and the scattering plane of the light. A slight
misorientation of 1}23 with respect to the surface
plane could not be eliminated. The signals in the
two measurements are quite di!erent, depending
on the relative orientation of the light and the
external "eld. The two loops are inverted and
the shape and magnitude are strongly di!erent. If
the magnetization was solely in the plane a pure
longitudinal Kerr signal with two identical but
reversed loops would be found.

Following the procedure sketched above we have
calculated the point-by-point di!erence and sum of
the two curves. The results, divided by two, are
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Fig. 4. Hysteresis loop obtained in a vertical "eld with the same
"lm used for taking the data shown in Fig. 3. The angle of
incidence is 153.

Fig. 3. Longitudinal and polar Kerr signals calculated from the data given in Fig. 2. (a) is �
�

of the di!erence and (b) is �
�

of the sum of the
curves in Fig. 2. (For more details see text.)

shown in Figs. 3a (di!erence) and b (sum) which are
the hystereses of the in-plane and polar Kerr sig-
nals, respectively. We have investigated the thick-
ness dependence of the longitudinal signal in
saturation for in-plane magnetization. From that
dependence we extrapolate to the "lm thickness
under investigation (roughly 5 ML). A Kerr ellip-
ticity of 140$5 �rad for the longitudinal signal in

saturation is determined from this extrapolation,
which is close the calculated value of 139 �rad (see
foot note 4). Taking the above uncertainty analysis
we obtain a maximal transverse signal of 3 �rad.
Hence, Fig. 3a gives the longitudinal Kerr signal,
i.e. the in-plane magnetization component along
the "eld direction, exhibiting a hard axis loop. The
vertical component (Fig. 3b), however shows a hys-
teresis. Apparently the "eld that is e!ective along
the surface normal cannot saturate the "lm. Com-
paring Figs. 2 and 3 it is obvious that a polar signal
that is caused by a slight misalignment of the "eld
can change the hysteresis obtained in a longitudinal
Kerr set-up. This demonstrates that it is necessary
to separate the two Kerr contributions, particularly
when performing experiments with systems close to
a spin-reorientation transition. The polar loop
shown in Fig. 4 was achieved when a "eld in the
vertical direction was applied. The magnetization
curve exhibits a square-like easy axis loop with
a small coercivity (about 125 Oe) which proves that
the easy axis is perpendicular to the "lm plane. The
full signal is about 50 times larger than in Fig. 3b
which demonstrates that the plot Fig. 3b is a minor
loop.

In the longitudinal geometry the Kerr signal is
expected to reverse sign when the experiment is
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Fig. 6. Hysteresis loop obtained in a vertical "eld. The same "lm
was used as for Fig. 5. The angle of incidence is 153.

Fig. 5. Kerr ellipticities for a Co "lm on Au(1 1 1) at a thickness closer to the spin-reorientation transition than in the case of Fig. 3. The
"eld is applied within the light scattering plane and the "lm plane. S-polarized light is impinging along #453 (a) and !453 (b). The
calculated Kerr signals are the longitudinal contribution (c) and the polar contribution (d).

performed in the inverted geometry. In Fig. 5 the
hysteresis for a Co thickness closer to the spin-
reorientation transition is plotted. Both the signals
with positive and negative angles of incidence show
the same sign. This can be attributed to the large
in#uence of the polar contribution. The magnetic

perpendicular anisotropy is smaller in this case
than before because the thickness is closer to the
spin-reorientation value. Therefore, the misorienta-
tion of the external "eld causes a stronger signal in
the polar Kerr e!ect, which in this case even domin-
ates the total signal in a and b. The deconvoluted
loops (c and d) show remanence in both in-plane
and vertical directions while the longitudinal hys-
teresis again shows the correct sign. In pure vertical
"eld a clearly easy axis appears in polar geometry
(Fig. 6). More details will be given in a forthcoming
paper [16].
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Spin-reorientation transition in thin films studied by the component-resolved Kerr effect
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We present a method to separate the longitudinal, polar, and equatorial magnetization components that may
contribute to a mixed magneto-optical Kerr-effect signal and demonstrate how the spin-reorientation transition
�SRT� can be investigated by means of simple Kerr magnetometry. In a Co/Au�111� film with thickness within
the SRT region we find hysteresis loops with nonvanishing remanence in all three components when a field is
applied within the film plane. A vertical field, however, drives the same film into a single domain state
exhibiting full remanence. The fact that remanence is found in all magnetization components, and full rema-
nence is obtained in a vertical field, rules out that the transition proceeds via a state of canting of magnetization
and indicates that it proceeds via a state of coexisting phases.

DOI: 10.1103/PhysRevB.63.134425 PACS number�s�: 75.70.Ak, 78.20.Ls, 33.55.Fi, 78.20.Jq

I. INTRODUCTION

Conventional methods for obtaining magnetic hysteresis
loops, e.g., vibrating sample magnetometry and supercon-
ducting quantum interference device susceptometry are com-
monly used to detect a single component of magnetization
parallel to the direction of the external field. A single hyster-
esis curve obtained with these methods, however, provides
only a limited amount of information. Additional informa-
tion can be produced by rotating the sample in an applied
field.1 A more fundamental method for investigating the
magnetization process entails measuring the three compo-
nents of the magnetization. Some work along this line dem-
onstrated its power 40 years ago. The instruments, however,
were rather complex to construct.2,3

The magneto-optical Kerr effect�MOKE� has become an
important technique for the investigation of surface and
ultrathin-film magnetism.4–6 It has been successfully applied
to measure the two orthogonal in-plane components of the
magnetization by means of an in-plane vectorial MOKE
technique.7–11 This technique was also used to identify the
orientation of in-plane domains in Kerr microscopy.9,10 Yang
and Scheinfein suggested measuring the pure polar signal in
a normal-incidence geometry.12 It appears possible to obtain
the individual magnetization components by applying these
methods. The very existence of a polar signal, however, pre-
vents the correct measurement of the in-plane components
due to the fact that these signals are suppressed by the much
stronger polar signal. The mixing of polar and longitudinal
signals has been qualitatively discussed in the literature.13

Berger and Pufall presented a promising technique, i.e., gen-
eralized magneto-optical ellipsometry,14 which allows to de-
termine the orientation of the in-plane magnetization. The
authors pointed out that the method is also useful to separate
the mixed Kerr signal of out-of-plane and in-plane magneti-
zation. This method, however, is quite involved.

A new method of separating the longitudinal and polar
Kerr signal was presented recently.15 In the present paper
this technique is expanded to obtain the information of all
three orthogonal magnetization components�three dimen-
sional �3D� MOKE�. We use this method to study the spin-
reorientation transition in Co films on Au�111�.

In Co/Au�111� a thickness-dependent spin reorientation
has been found.16,17The competition between surface anisot-
ropy and magnetostatic energy forces the magnetization to
flip from perpendicular to in-plane orientation with increas-
ing thickness. The magnetization follows the sweep of an
external field applied along the easy axis when the thickness
is below or beyond the spin-reorientation transition. Within
the spin-reorientation transition the magnetization orientation
in a field is still unclear and the subject of ongoing debate.
By means of the 3D-MOKE technique we can identify non-
vanishing signals in all three components within the thick-
ness span of the SRT when the field is in plane. Applying a
field in the vertical direction drives the film into a single
domain state with full remanence. This finding indicates that
the spin-reorientation transition of Co/Au�111� proceeds via
a state of coexisting phases, not via a state of continuous
magnetization canting.

In the next section we will summarize the principle of the
method and give a detailed description of the experimental
verification in the third section. Hysteresis loops obtained
with films at three representative thicknesses, i.e., below, be-
yond, and within the SRT will be discussed in the fourth
section.

II. PRINCIPLE

In the framework of the linear Kerr effect, MOKE is clas-
sified with respect to the orientation of the magnetization and
the light-scattering plane. In the polar Kerr effect the mag-
netization is normal to the reflecting surface. In the
longitudinal/transverse Kerr effect the magnetization is par-
allel to the sample surface and within/perpendicular to the
light-scattering plane, respectively. If the magnetization is
oriented in an arbitrary direction the Kerr signal can, in prin-
ciple, be split into these three basic configurations.

It should be pointed out that the different MOKE geom-
etries are not related to the direction of the applied magnetic
field. Particularly in the magnetization reversal process the
magnetization will not be strictly fixed to the field direction
or along the easy axis. In such a situation, the Kerr signal is
a mixture of different Kerr effects. Usually, the mixed Kerr
signal gives very complicated hysteresis loops due to the
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different strength of the individual contributions.13,15,18–21

The best way to obtain the pure components along different
directions is to select a geometry where one component does
not contribute and separate the remaining components. The
third component can be achieved through a second similar
measurement.

In a simplified classical model the linear Kerr effect can
be understood as the change of the electric-field vector of the
light due to Lorentz force caused by the magnetization of the
material.19 Hence, no Kerr signal is found when the magne-
tization is parallel to the electric field of the light. This situ-
ation appears for the transverse Kerr effect with s-polarized
light. Vice versa, it means that by using s-polarized light the
transverse Kerr effect can be eliminated and only polar and
longitudinal components remain, which can be separated in
the following way.

Recently, a procedure that can be used to separate the
longitudinal and polar Kerr signals has been presented.15 As
the polar Kerr signal is an even function and the longitudinal
signal is an odd function of the incident angle, the two con-
tributions can be separated. When s-polarized light is im-
pinging under a positive angle,22 the sum of polar and lon-
gitudinal contributions is measured; while reversing the
optical geometry with respect to the surface normal the dif-
ference of both is obtained, i.e.,

�����P��L, �1�

with ��� the Kerr ellipticities for the respective angles of
incidence, and �P and �L the ellipticities for the polar and
longitudinal Kerr effects. Hence, by two measurements in
reversed geometries one can separate the longitudinal and
polar Kerr signals. We will explain in the following how the
third component of the magnetization can be determined.

For the sake of simplicity we introduce a frame of refer-
ence. As shown in Fig. 1, we define the surface normal as the
z direction. The x and y directions are lying within the film
plane. The field is acting along the x axis. When the xz plane
is the light-scattering plane �‘‘ x-z geometry’’ � the magneti-
zation component along the y direction (M y) will not con-
tribute to the Kerr signal when using s-polarized light.
Hence, this MOKE setup is only sensitive to M x and M z ,
which causes a longitudinal and polar signal, respectively.

The signals can be separated by two measurements in re-
versed geometries as explained above.

Rotating the MOKE optics by 90° about the surface nor-
mal �alternatively one may rotate the sample and the applied
field by 90°) the yz plane becomes the scattering plane while
the field is still oriented along the x direction �‘‘ y-z geom-
etry’’ in Fig. 1�b��. In this geometry the MOKE setup is
sensitive to M y and M z giving a longitudinal and polar sig-
nal, respectively. Applying the same technique the compo-
nent M y is obtained while the component M z is measured
redundantly. Thus, by using four different geometries, re-
lated to each other by mirror symmetry and a 90° rotation,
all three components are obtained. The redundant measure-
ment of M z serves as an important consistency check.

III. EXPERIMENTS

The Co films were grown on a Au�111� single crystal
under UHV conditions by means of e-beam evaporation at
room temperature. Utilizing medium-energy electron-
diffraction intensity oscillations the evaporation rate was
calibrated with an error margin of 5%. The typical rate of
deposition was 0.4 ML/min. The gold crystal was cleaned by
1-kV-Ar ion etching at a 30° angle of incidence and anneal-
ing at 900 K for half an hour. The 23��3 reconstruction of
Au �Refs. 23,24� was clearly seen in the low-energy
electron-diffraction pattern. After growth the films have been
annealed at 510 K for 10 min in order to stabilize the mag-
netic properties, stop the Au diffusion, and smooth the
sample surface.25 Co films with different thicknesses were
grown to cover the full range of the spin-reorientation tran-
sition. We will discuss in the following the magnetic prop-
erties of three representative thicknesses, i.e., below, within,
and beyond the spin-reorientation transition.

For the measurement of the magnetic properties, we use
two optical setups with perpendicular scattering planes as
shown in Fig. 1. The external field was applied along the x
direction.26 The ‘‘ x-z geometry’’ is sensitive to M x and M z
while the other one, i.e., ‘‘ y-z geometry’’ is sensitive to M y
and M z . Due to experimental restrictions the angle of inci-
dence for the ‘‘ x-z geometry’’ is 45° and for ‘‘ y-z geom-
etry’’ it is 9° . In a third MOKE geometry the polar Kerr
effect is obtained under 15° in a vertical field along z.

S-polarized light was used in all MOKE setups to mini-
mize the signals caused by the transverse Kerr effect.
Quarter-wavelength plates have been incorporated in the op-
tics to minimize the window effects and thus increase the
sensitivity.27 Due to the 90° phase shift induced by the
quarter-wavelength plate the Kerr ellipticity instead of the
Kerr rotation is obtained.28

The laser spots of both MOKE setups were kept on the
same position �uncertainty was less than 20% of the laser-
spot diameter� on the sample to reduce the uncertainty of the
alignment when reversing geometry, i.e., interchanging the
light source and the detector. The positions where the light
passes through the windows have been marked. The optics,
i.e., laser and polarizer as well as the analyzer components,
were fixed to two rigid supports that were tightly clamped to
the windows of the UHV chamber. The combination of

FIG. 1. Experimental setup. �a� The angle of incidence is 45° .
The scattering plane is spanned by the direction of the magnetic
field (x axis� and the surface normal (z axis�. �b� The plane of
incidence is perpendicular to the field direction �angle of incidence
9°).
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marking the positions on the windows and the rigid support
for the optics reduces the uncertainty in the angle of inci-
dence to less than 1° on reversing the geometry. As the
sensitivity of the polar and longitudinal Kerr effect is only
weakly dependent on the angle around 45° small changes in
the angle of incidence can be neglected in the ‘‘ x-z
geometry.’’ 20

In the ‘‘ y-z geometry,’’ a larger uncertainty of the longi-
tudinal signal is expected due to the uncertainty of the angle
on reversing the geometry, as at 9° a stronger angle depen-
dence of the Kerr signal is effective. Utilizing the formulas
given by Zak and co-workers,20 the Voigt constant from Ref.
29, and tabulated values for the index of refraction30 we can
estimate an uncertainty of about 10% for the longitudinal
signal for a 1° deviation of the angle of incidence. Small
changes in the angle of incidence must not be considered for
the polar signal since the sensitivity is constant around 9° .

Due to the different angles of incidence we cannot di-
rectly compare the magnitude of the longitudinal signals. We
have calculated the angle-dependent Kerr ellipticity of the
longitudinal signal using the method mentioned above. We
find that the sensitivity of the longitudinal signal at 45° is
four times larger than that at 9° . As the Kerr signal is linear
with the film thickness in the ultrathin-film approximation,20

we use this ratio to compare the longitudinal signals obtained
in both MOKE setups.31

IV. EXPERIMENTAL RESULTS

Figs. 2�a� and �b� show the hysteresis loops obtained in
the ‘‘ x-z geometry’’ for opposite angles of incidence. The
thickness of 5.0�0.3 ML is chosen just below the SRT. The
magnetic field was applied along the x axis. Using the pro-
cedure mentioned at the beginning, the longitudinal (M x)
and polar (M z) signal can be extracted �see Figs. 2�c� and
�d��. M x shows a hard axis loop with almost no remanence
and M z reveals a hysteresis that is apparently not saturated.

Hysteresis loops taken with the MOKE setup in the yz
plane in the same field are plotted in Figs. 3�a� and �b�. The

deconvoluted longitudinal signal (M y) and polar signal (M z)
are shown in Figs. 3�c� and �d�. It is important to note that
the polar signals in both MOKE setups are the same although
the angles of incidence are different �see Figs. 2�d� and 3�d��.
It means that the sensitivity of the polar Kerr effect is almost
constant within that range of angles. This also gives a check
of the accuracy of our experimental method. The signal in
the y direction is very small �below 4 �rad). At the thick-
ness under investigation the magnetic easy axis is perpen-
dicular to the film plane. When the external field is applied
along the x direction the magnetization is slightly tilted into
the field direction. No torque is acting on the magnetization
along the y direction and no signal appears.

The polar loop shown in Fig. 4�d� was obtained by apply-
ing the field in the vertical direction. It exhibits a squarelike

FIG. 2. Hysteresis loops at a thickness just before the spin-
reorientation transition (5.0�0.3 ML) obtained in the ‘‘ x-z geom-
etry.’’ �a� and �b� are hysteresis loops obtained at a �45° angle of
incidence. �c� and �d� are the pure components along the x and z
directions. They are deconvoluted from �a� and �b�.

FIG. 3. Hysteresis loops obtained in the ‘‘ y-z geometry’’ with
the same film as in Fig. 2. The hysteresis loops in �a� and �b� are
obtained at a �9° angle of incidence. �c� and �d� are the pure
components along the y and z directions. They are deconvoluted
from �a� and �b�.

FIG. 4. �a�–�c� are the normalized magnetization components
calculated with the data of Figs. 2 and 3. We have used a scaling
factor of 8.4�0.5 for the polar-versus-longitudinal Kerr sensitivity
at an angle of incidence of 45° , and a factor of 4�0.4 for the
longitudinal Kerr sensitivity at the two angles of �45° and �9° .
�d� is the hysteresis loop obtained in a vertical field with the same
film. The angle of incidence is 15° .
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easy axis loop with a small coercivity �about 125 Oe�, which
shows the easy axis to be perpendicular to the film plane.
The signal in saturation is 50 times larger than the polar
signal obtained in the in-plane field �Fig. 2�d��.

We have investigated the thickness dependence of the
longitudinal signal in saturation for in-plane magnetization.
From these data we can extrapolate to the film thickness
under investigation. A Kerr ellipticity of 140�5 �rad
should be expected for the longitudinal signal in saturation.
This value is in close agreement with the calculated value of
139 �rad in the 45° geometry.15 Taking 140�5 �rad and
the polar saturation value 1180�25 �rad we can calculate
the relative sensitivities of the longitudinal to the polar sig-
nal. The polar signal is a factor of 8.4�0.5 stronger than the
longitudinal signal for 5 ML Co/Au and for an angle of inci-
dence of 45° . Combining the theoretical and experimental
values for the longitudinal Kerr-effect sensitivities we can
estimate the relative sensitivities of the Kerr signals along
the different components, i.e., 4:1:34 for M x :M y :M z .

In Figs. 4�a�–�c�, we have scaled the magnetization
curves appropriately. Around 42% of the magnetization is
found along the x direction in high fields. The signal in the y
direction slightly increases with the field, which can be
caused by a small misorientation of the field that causes the
magnetization to tilt slightly towards the y direction. A small
misalignment of the plane of incidence may also contribute
to this signal, as a projection of the x component can appear.
We have plotted �Fig. 5� the square root of the vectorial sum
of the individual components �normalized to 100%� as a
function of the field along the x direction. In this plot the
curves show almost no remanence. The 42% of the M x sig-
nal in high field can be interpreted as the magnetization to be
tilted by about 25° away from the normal direction. Con-
versely that means that 9% of the magnetization signal along
the z direction should be observed in case of a coherent ro-
tation. In our measurement, however, only a 2% signal is
found in the z component. Hence, we have to assume that the
film is split into domains oppositely magnetized along the
vertical direction. Applying a field along the x direction

causes a tilt of the magnetization, i.e., the magnetizations in
both spin-up and spin-down domains tilt towards the x direc-
tion. So a signal appears in the x direction while in the z
direction the signal is almost balanced by domains with op-
posite vertical components (z components�. The 2% signal
appearing along the z direction can be caused by the mis-
alignment of the magnetic field, which causes slightly unbal-
anced domain configurations or a small difference in the tilt-
ing for spin-up and spin-down domains. The magnetization
process can be explained as follows: The film is in a multi-
domain state with a perpendicular direction of magnetization
at zero field. The in-plane field forces the magnetization to
tilt into the x axis. In the highest field the magnetization is
tilted by 25° with respect to the surface normal.

For a thickness beyond the SRT the hard axis is perpen-
dicular to the film plane �see Fig. 6�d� for a 6.1�0.3-ML
film�. When the external field is applied within the film
plane, the magnetization reversal should proceed within the
film plane �Figs. 6�a�–�c��. In Fig. 6 the individual compo-
nents of magnetization in an in-plane field are shown and
have been scaled with the sensitivities given above and nor-
malized to 100%. We clearly see that the magnetization
along the x direction has almost reached saturation, i.e., 98%
of the full signal is obtained in high fields. In the z direction
the signal is less than 1%. The remaining signal is due to the
misalignment of the magnetic field. Assuming that the Kerr
signal that appears along the z direction in the in-plane field
is caused by the misalignment of the field, we can estimate
the angle of misalignment to be roughly 1° , since only 1% of
the magnetization signal in high field is found in the z direc-
tion. Fig. 7 exhibits the field dependence of the magnetiza-
tion obtained from the loops in Fig. 6. The value is nearly
constant except for two dips around �60 Oe. First we
would like to discuss the reliability of the observed struc-
tures. We have taken two possible mechanisms into consid-
eration that could artificially cause sharp structures, i.e., a
shift of data points and the uncertainty of the calibration

FIG. 5. The value of the magnetization calculated from the in-
dividual components in Fig. 4. The thinner arrows in the figures
indicate the field scanning direction. The insets give a sketch of the
proposed magnetic domain configuration.

FIG. 6. �a�–�c� are the normalized magnetization components
along the different directions deconvoluted from the data obtained
at a thickness beyond the spin-reorientation transition (6.1
�0.3 ML). The scaling factors are the same as in Fig. 4. Fig. 6�d�
is the hysteresis loop obtained with the same film in a vertical field.

134425-4



xiii

factors. Any shift of the data points in the individual compo-
nents can be ruled out as the Kerr signals in both MOKE
setups are obtained at the same time in the same field and the
calculation is made point by point. Furthermore, we per-
formed a cross-check by shifting the data points one point
upward or downward. The result is the same, i.e., the two
dips still remain in the plot. To exclude also an effect due to
the uncertainty of the calibration factors, we made a worst-
case estimation. With 10% error margin we obtain in the plot
a 20% effect, which cannot explain the strong decrease of
around 60%. Hence, we have to assign the finding to the
magnetic behavior of the sample. The strong decrease is
most likely due to the creation of domains and the movement
of domain walls. In case of coherent rotation of a single
domain state the signal should stay constant everywhere. The
single domain configuration splits up into a multidomain
state in a field range where the reversal takes place. As the
switching of the magnetization via domain nucleation and
domain-wall movement can happen within a small field
range our data are not dense enough to resolve the whole
process in more detail. Consequently, we find only the trace
of such a process, i.e., a loss of magnetization signal.

There are three generic cases of SRT for a uniaxial an-
isotropy system in second-order anisotropy approximation
according to the sign of the second-order anisotropy constant
K2 within the transition.32 The transition from the out-of-
plane magnetization to the in-plane magnetization may hap-
pen via continuous canting of magnetization when K2�0, or
it directly changes from the vertical to the in-plane direction
when K2�0. The third situation appears when K2�0, where
the transition proceeds via a state of coexisting phases.

For the Co-on-Au�111� system two opposing results are
reported. Allenspach et al.17 claimed to find a canting of
magnetization in the SRT while Oepen et al.33,34 found evi-
dence for a SRT via a state of coexisting phases. The essen-
tial difference between these two states is that the free energy
in zero field has only one minimum at a certain canting angle
in the first case while in the latter case two local minima for
the vertical and the in-plane directions exist. Hence, only in
case of coexisting phases the magnetization in zero field can
be stabilized in one of these two special directions, i.e., the

vertical or the in-plane direction.
To further identify the spin-reorientation transition of Co

film on Au�111�, we have also taken hysteresis loops at a
thickness just within the spin-reorientation transition, i.e. at
5.3�0.3 ML. In Figs. 8�a�–�c� the normalized individual
components of magnetization in an in-plane field are shown
using the sensitivities determined above. In all three compo-
nents we find remanence and nonvanishing signals even at
1100 Oe. For M x the remanence is lower than the signal in
high field while the other two components reveal an opposite
behavior. The remanence is found in both vertical and in-
plane directions, which indicates that the thickness is indeed
within the spin-reorientation transition. Taking an in-plane
anisotropy into account, it is not surprising to find the maxi-
mum remanence in the y direction, which is around 80% of
the full magnetization. Obviously, the in-plane easy axis is
closer to the y direction.

The absolute value of the magnetization vector versus the
applied field is shown in Fig. 9. We find minima around
�250 Oe that indicate that the dominant switching behavior
is via domain-wall movement. It is somewhat strange that
the magnetization signal decreases with increasing field
above 500 Oe since an external field should drive the mag-
netization into a single domain state. To exclude the experi-
mental error, we took the above-mentioned error margins of
the scaling factors and recalculated the absolute magnetiza-
tion value. We find that the magnetization signal still de-
creases with increasing field above 500 Oe within our experi-
mental uncertainties. Hence, we have to consider it as a true
magnetic behavior. The effect could be understood as fol-
lows. Although the magnetization has been switched by the
external field, the field strength is still not large enough to
erase all domains, which becomes evident from the fact that
�(M /M S)2�1. The remaining domains are not strictly
parallel/antiparallel to the field direction as magnetization
signals are found in the other two directions as well. Besides

FIG. 7. The normalized value of the magnetization calculated
from the individual components in Fig. 6. FIG. 8. �a�–�c� are the normalized magnetization components

versus the in-plane field. The same scaling factors as in Fig. 4 are
used for the normalization. The film thickness (5.3�0.3 ML) was
chosen to be within the spin-reorientation transition. The arrows
indicate the switching directions. �d� is the hysteresis loop obtained
in a vertical field.
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this canting of the magnetization of such domains, nucleation
of domains and propagation of domain walls has to be ex-
pected. The decrease of magnetization value �in Fig. 9� could
be due to the changes in the population of the different do-
mains. The value obtained at �H��1000 Oe is nearly con-
stant when reducing the field. This indicates that magnetiza-
tion rotation is the dominant process until the flipping starts.
Increasing the field in the opposite direction results in a flip-
ping mainly in the y direction continued by an irreversible
change in domain population. In order to demonstrate that no
uncertainties of the experiments are responsible for the ef-
fects seen in Fig. 9 we plotted the original data in Fig. 10. In
Figs. 10�a� and �b� are Kerr ellipticities along the x and z
directions obtained in the ‘‘ x-z geometry.’’ The Kerr ellip-
ticities along the y and z direction obtained in the ‘‘ y-z ge-
ometry’’ are plotted in Figs. 10�c� and �d�. We find that the
Kerr ellipticities along the z direction obtained by two mea-
surements in different geometries are the same, within an
error margin of less than 10%.

For a state of magnetization in canting or coexisting
phases one would expect remanence in the vertical as well as
the in-plane direction. Applying a field in different directions
should help to distinguish between these two scenarios of
spin-reorientation transition. In a case of canting magnetiza-
tion the vertical component of magnetization should show a
value in remanence that is independent of the field direction
as there is only one free-energy minimum. On the other
hand, for coexisting phases the value obtained in remanence
depends on the direction along which the field has been ap-
plied.

In a vertical field we obtained a polar loop with full re-
manence, i.e., M r /M s�1 �see Fig. 8�d��. The saturation
value of the signal 1340�25 �rad is in complete agreement

with the value obtained from the thickness dependence of the
polar signal in saturation.35 Apparently, the magnetization
stays in perpendicular direction with a single domain state at
zero field after saturating the film in a vertical field. This is
strong proof for the transition to proceed via a state of coex-
isting phases instead of a canting state, since full remanence
in the vertical direction can only be found in case of a state
of coexisting phases within the spin-reorientation transition.
Evidence for coexisting phases within the spin-reorientation
transition was recently found for Fe/Cu�001� as well.36

V. CONCLUSIONS

In summary, we have developed a method to obtain the
individual components of magnetization by means of a three-
dimensional-MOKE technique. We applied this method to
study the spin-reorientation transition of Co films on
Au�111�. Below the spin-reorientation transition, we ob-
served a square loop in a vertical field, while in an in-plane
field the magnetization has components not only along the
field direction but also in perpendicular direction, which is
attributed to a small misalignment of the field. Beyond the
spin-reorientation transition, i.e., with an in-plane easy axis,
we observe a hard axis loop in vertical field. The film is
almost saturated in the film plane with a maximum in-plane
field of 1100 Oe. The hysteresis indicates that there is do-
main nucleation during the reversal process. Within the tran-
sition region, the magnetization has remanence and nonvan-
ishing components in all three directions in an in-plane field.
After saturating the film in a vertical field, the magnetization
remains in perpendicular direction with full remanence.
From that behavior we conclude that the spin-reorientation
transition of Co on Au�111� proceeds via a state of coexist-
ing phases and not via continuous magnetization canting.
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