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Introduction

The importance of thin film magnetism increases continuously. The semiconductor and
the magnetic recording industries explore together spin-electronic devices based on mag-
netic thin films and multilayers. The giant magnetoresistive (GMR) effect used in the
design of new read-heads have permitted a rapid growth of the storage capacity of hard
disk drives that has reached more than 10 Gbits/in2 [1]. The possibility to retain in-
formation after a power switch-off has generated great interest in the magnetic random
access memory (MRAM). The heart of MRAM are magnetic storage cells constituted by
two magnetic thin films separated by spacer either metallic (’spin-valve’) or non-metallic
(magnetic tunnel junction, MTJ).

One main challenge to obtain better performances in new magnetic devices is repre-
sented by the use of nanofabrication techniques that offer unprecedented capabilities in
the manipulation of size, shape and composition of magnetic structures [2]. Nanosize and
nanopatterning can be achieved by means of self-organization [3–5], growth on vicinal
single crystal substrates [6] and lithography [7]. This last technique is particularly adapt
to prepare model samples magnetically well ordered and morphologically well defined to
study 2D and 1D systems.

In order to improve multi-layer devices a lot of efforts have been put in the study of
perpendicular magnetic profiles in the last decade. Only recently the interest for lateral
magnetic nanostructures [4, 6, 8] has grown driven by the possibilities of fabrication offered
by the nanotechnology. Nanomagnetic systems have been investigated by spatially aver-
aging techniques like the magneto-optical Kerr-effect (MOKE), often assisted by scanning
tunneling microscopy (STM) for a structural and electronic analysis. With this approach
the details of the domain structure remain unknown and the correlation between morphol-
ogy and magnetism unclear [9]. The investigation of the magnetic properties below ∼ 100
nm is possible by means of magnetic force microscopy (MFM) [10] and scanning electron
microscopy with spin polarization analysis (SEMPA) [11]. Besides, recent advances in
scanning tunneling microscopy and spectroscopy (STS) allow to image magnetic struc-
tures with a nanometric resolution by using ferromagnetic tips [12, 13]. In this way the
connection between electronic, structural and magnetic properties at nanometer scale is
set and lateral magnetic nanostructures can be properly investigated.

The modeling of systems by means of micromagnetics is of great help in order to inter-
pret existing data and to plan new experiments. The theory of micromagnetism, whose
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2 Introduction

equations were introduced by Brown [14], constitutes a synthesis between the quantum
theoretical description based on the Heisenberg model and the phenomenological descrip-
tion set on the classical equation of Maxwell [15]. Within this theory the microscopic
behavior of magnetic materials can be studied and the macroscopic picture can be in
principle obtained. With the advent of the nanotechnology the task of micromagnetics is
to connect intrinsic properties of the materials with the morphological structure obtained
by fabrication. In this direction the main question to be addressed is: How does the
micromagnetic structure adapts at nanometer scale? The question is fundamental be-
cause at this scale the structural changes of the material compete with the micromagnetic
characteristic length. At nanoscale new magnetic behaviours are expected, as recently
theoretically examined [16] and experimentally detected [17]. The knowledge of micro-
magnetics can explain magnetoresistive effects at nanocontacts [16, 18] and is essential to
develop new nano magnetic devices.

The fundamental theorem for magnetic particles, proven by Brown [19], establishes
that below a certain critical size the lowest state in energy is the one of uniform magne-
tization. Thin films with uniform uniaxial anisotropy are uniformly magnetized in-plane
or out-of-plane [20–22]. In spite of the different anisotropies acting on the surface and
inside the film, the exchange anisotropy is thought to be strong enough to keep all the
magnetic moments aligned along the same direction [23]. Magnetic domains are induced
by the dipolar interaction in films sufficiently thick. Alternatively, domains can also be
induced by local inhomogeneities, which is the topic of this thesis. In ultrathin films with
spatially varying magnetic anisotropies a local rotation of the easy axis may be induced
by capping [24], strain relief [25] or structural transformations.

The aim of this work is to give an overview of the micromagnetic properties of sys-
tems with spatially varying magnetic anisotropies. A main question arise: What kind
of magnetization is obtained as a function of the anisotropy patterning and of the ma-
terial parameters? The connection between macroscopic and microscopic picture is set
by comparing experimental and theoretical hysteresis loops with the configuration ob-
tained by solving the micromagnetic equations. The strength of the magnetic anisotropy
and the direction of the easy axis are fundamental parameters to control the switch in
magnetoelectronic components and to evaluate the blocking temperature that sets the su-
perparamagnetic limit for nanoparticles. In this direction we have analyzed the hardness
of the system as a function of the various parameters. The theoretical analysis, mainly
applied to 1-D systems, is both analytical and numerical. Two levels of approximation
have been used in the study. The first is based on an anisotropy-type description, i.e.,
the dependence of the dipolar interaction is considered anisotropy-like. The second level
of approximation is obtained numerically and includes the exact value of the magneto-
static energy. Limits and applicability of these approaches are discussed as function of
the system parameters.

Briefly, the thesis is divided as follow. In chapter 1, the free energy of a ferromagnet
and the micromagnetic equations will be introduced. In chapter 2, the theoretical analysis
concerning stripe domains in thin films is reviewed with emphasis to the transition between
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single domain and multi-domain state. In chapter 3, the system studied is introduced and
a description in the limit of small scale of the anisotropy patterning is given. In chapter
4, the analytical solution of the problem is given. In chapter 5, various possible magnetic
configurations are analyzed and a diagram of the state is drawn. Moreover, the spin
reorientation transition is studied as function of the system parameters and the theoretical
solution compared with experimental results obtained for films of Fe on W(110) in-plane
magnetized. Finally, in chapter 6 the results are discussed and the conclusion of the work
is given.





Chapter 1

Energetics of a ferromagnet

1.1 Magnetic free energy

A ferromagnet can be described at different levels of complexity [29] as a function of
the scale of the system. The macroscopic properties of the magnetic materials can be
deduced by the analysis of the hysteresis loops [26]. The domain theory describes the
magnetic structure at the scale of 1 − 103 µm [39]. The theory of micromagnetism is
the base to describe magnetic microstructures at a scale of 1− 103 nm [14]. The goal of
micromagnetics is to find the magnetization M(r) as a function of the position r inside
the sample, under the constrain of constant module, i.e., |M(r) |=const.

The total free energy is given by:

G(M;Ha) =
∫

V
gtot(M(r);Ha)dV =

∫
V
(fex + fan + fms + fh)dV (1.1)

where gtot(M(r);Ha) is the total energy density given by the sum of exchange, anisotropy,
magnetostatic and external field energies and Ha is an applied external field. In the
following we introduce the various energy terms involved in eq. (1.1).

1.1.1 Exchange energy

The exchange is the basic interaction in ferromagnetic materials. The origin of it is
electrostatic, but the explanation involves quantum mechanics. In fact, two electrons with
spin vector Si and Sj can be parallel or anti-parallel; in the first case, as a consequence
of the principle of exclusion of Pauli, the two electrons have separate orbits and thus
a reduced Coulomb interaction. Therefore the configuration with parallel spins is the
lowest in energy. This explains the tendency of the magnetic materials to be constituted
of wide regions of uniform magnetization called magnetic domains. The exchange energy
associated with spin Si and Sj is given by:

fij = −2JSi · Sj (1.2)

5



6 Chapter 1. Energetics of a ferromagnet

where J is the exchange integral; J > 0 for a ferromagnet, J < 0 for an antiferromagnet.
If the sample consists of more than one magnetic domain, not all spins can be collinear.
If the angle between neighbor spins is small it is possible to make a Taylor expansion of
the exchange energy. In the continuum approximation we obtain [28]:

fex(m(r)) = A((∇mx)
2 + (∇my)

2 + (∇mz)
2) (1.3)

where A=nJS2

a
, called exchange stiffness constant, is a function of the number of atoms

per unit cell n, the lattice constant a, and m(r) = M(r)/Ms, with Ms the saturation
magnetization. The exchange is a short range interaction, as deducible from the quantum
mechanic formulation. In fact, the wave functions bounded to different electrons have
to overlap significantly in order to contribute to the exchange integral J . Besides, the
exchange energy is an isotropic quantity because it depends only on the angle between
neighbor magnetic moments and not on their relative orientation, as clear from eq. (1.3).
Higher order anisotropic contributions are usually neglected.

1.1.2 Anisotropy energy

In magnetic materials the magnetization is induced to lie along specific direction called
easy axis. The spin-orbit interaction couples the electron spins, responsible for the mag-
netism, to the anisotropic orbitals in a crystalline structure. The ions of the crystal create
an electric potential that couples the spins to the lattice. The anisotropy energy is propor-
tional to the product L·S between the orbital momentum L and the spin momentum S.
Therefore, in absence of magnetic field, the energetic minimum is obtained for S parallel
to L. A higher order source of anisotropy can be the stress, either tensile or compressive,
applied to a crystal lattice. The stress changes the distance between neighbor ions so
that the electric potential, the electronic orbitals and finally the spin-orbit coupling are
modified. Both the magnetocrystalline anisotropy and the stress induced anisotropy find
their origin in the spin-orbit coupling.

Hexagonal crystals like cobalt exhibit a uniaxial magnetic anisotropy. In this case the
anisotropy energy density is given by the expansion of sin2θ [28], where θ is the angle
between the c-axis and the magnetization:

fu(m(r)) = k0 + k1sin
2θ + k2sin

4θ + ... (1.4)

The anisotropy constants k1 and k2 depend on the temperature and can be obtained
exprimentally. The general formula in terms of expansion of direction cosine of m was
given by Akulov [31]. In a cubic crystal, called α1, α2 and α3 the cosine directors, the
energy density result:

fc(m(r)) = k0 + k1(α
2
1α

2
2 + α2

2α
2
3 + α2

3α
2
1) + k2(α

2
1α

2
2α

2
3) + ... (1.5)

Equations (1.4) and (1.5) are volume energy densities. At surface the breaking of
symmetry generates an additional term of anisotropy [29] given by:
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fs(m(r)) =
1

2
ks(n ·m(r))2 (1.6)

where n is a unitary vector perpendicular to the surface and the constant ks can be taken
from the experiments. Note that equation (1.6), called surface anisotropy energy, can
favors both an in-plane or an out-of-plane magnetization [32] and therefore the sign of ks

can be positive or negative.

1.1.3 External field energy

The interaction between the magnetization M(r) and an applied external field Ha results
in the external field energy:

fh(m(r)) = −MsHa ·m(r) (1.7)

1.1.4 Magnetostatic energy

The magnetization M(r) can interact also with the magnetic field generated by the body
itself. In this case the energy density is given by:

fms(m(r)) = −1

2
MsHd ·m(r) (1.8)

where the demagnetizing or stray field Hd is generated by the sample itself. The factor 1
2

is introduced in order to avoid counting twice the interaction between couples of magnetic
moments.

In order to calculate the magnetostatic energy we first need to evaluate Hd. In this
view we have to introduce some fundamental relations for magnetized media based on the
equations of Maxwell. In absence of conduction currents the following relation is valid:

∇×Hd = 0 (1.9)

In analogy with electrostatics, we can define the magnetic scalar potential φ that is
linked to Hd:

Hd = −∇φ (1.10)

The magnetic potential φ is solution of Poisson’s equation. Considering the boundaries
at the surface of the ferromagnet we obtain

φ(r) = −
∫

V

∇ ·M(r’)

|r− r’|
d3r′ +

∮
S

n ·M(r’)

|r− r’|
dS ′ (1.11)

where the first is a volume integral over the body of volume V and the second is a surface
integral extended to the surface S of the body. The form of equation (1.11) is analog to
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the electrostatic potential. In fact, the first integral can be interpreted as the potential
due to a spatial distribution of a volume charge with density ρ = −∇ ·M; the second as
the potential due to a surface charge with density σ = n ·M.

In general, the calculation of the stray field Hd is complicated because it involves a
three-fold integral, see eq. (1.11). In the case of a uniformly magnetized body ∇ ·M = 0
and the first integral in eq. (1.11) vanishes. Moreover, M can be taken out of the surface
integral and the potential depends only on the shape of the body. In particular, if the
body is of ellipsoidal shape, the demagnetizing field Hd has the same direction as M:

Hd = −4πD ·M (1.12)

where D is a tensor. If M is parallel to one of the principal axis of the ellipsoid D is a
number and it is called demagnetizing factor. The trace of the tensor D is 1. In a sphere
for symmetry reasons the three demagnetizing factors are equal, Dx = Dy = Dz = 1

3
.

In an infinite cylinder along the z direction Dz = 0 while Dx = Dy = 1
2
. In fact no

surface charges are present at infinity, when the cylinder is magnetized along z. Similarly,
a film infinitely extended in the xy plane has demagnetizing factors Dx = Dy = 0 and
Dz = 1. In all these cases it is easy to calculate the magnetostatic energy density from
equations (1.12) and (1.8):

fms = 2π(DxM
2
x + DyM

2
y + DzM

2
z ) (1.13)

where Mi are the projections of the magnetization along the reference axis. In particular
in the case of the infinite film eq. (1.13) becomes:

fms = 2πM2
z = 2πM2

s cos2θ (1.14)

where θ is the angle of the magnetization vector with respect to the axis z. Equation (1.14)
is characteristic of systems with uniaxial anisotropy (see eq. (1.4)) and is called shape
anisotropy, because it depends only on the shape of the body. In fact, equation (1.14)
may be generalized to the case of spheroid with Dx = Dy 6= 0. In the next chapters we
will make wide use of eq. (1.14) in order to study thin films with uniform and non-uniform
uniaxial anisotropy. The minimum of equation (1.14) is obtained for θ = 90◦, i.e., when
the magnetization lies in-plane of the film. The direction of the easy axis is determined
from the competition between shape and crystalline anisotropy.

Note that if the shape of the body is not ellipsoidal Hd is generally not uniform even
if M is. In this case, equation (1.12) is no more valid.

1.2 Micromagnetic equations

The theory of micromagnetism developed in the 30ties with a study on the structure of
magnetic walls between two antiparallel domains due to Landau and Lifshitz [27]. In
the early 40ties W. F. Brown made fundamental steps to set the theory that he named
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micromagnetics [14]. The theory considers in detail the magnetic microstructures that
were neglected in domain theory [39]. The atomic nature of matter is ignored and the
material is considered as continuous, i.e., the magnetization vector is taken as a continuous
function of space.

In section 1 we introduced the energy terms useful to study the magnetization of a
ferromagnet. In order to find the magnetization distribution we have to minimize the
total energy of the system:

G(M;Ha) =
∫

V
(fex(m(r)) + fan(m(r)) + fh(m(r)) + fms(m(r)) d3r +

∫
S

fs(m(r)) dS

(1.15)
where f are the energy densities. The set of local minima is found by means of variational
calculus. The vector m(r) is varied in each point of the sample of a small quantity
δm(r). The corresponding variation of the energy has to be zero, i. e. δG. In particular,
the extreme is a minimum if the second-order variation of G is positive, i.e., δ2G ≥
0. Following this scheme we will find the magnetization distribution for systems with
spatially varying magnetic anisotropies, in chapter 4.

The solution of the variational problem takes the form of a stability condition to be
fulfilled at equilibrium [26]. In each point of the magnetic body is defined an effective
field Heff given by:

Heff = −∂G(M;Ha)

∂M
(1.16)

The effective field creates a torque on the magnetization that must be zero at equilibrium.
Therefore the stability condition to be fulfilled in each point of the magnetic body is:

m×Heff = 0 (1.17)

Equation (1.17) is known as equation of Brown and it is completed by the boundary
conditions:

m×
(

2A
∂m

∂n
+

∂fs

∂m

)
(1.18)

where n is the unity vector normal to the surface and A is the exchange stiffness constant.
In absence of surface anisotropy equation (1.18) becomes:

∂m

∂n
= 0 (1.19)

where the condition m ·∂m/∂n = 0, valid for any vector of constant magnitude, has been
used.

If the system is not in equilibrium equation (1.17) is not fulfilled and the vector m
precess around the field Heff . From the experiments is known that the precession decays
in a finite time [27]. As a consequence the temporal variation of m can be written as
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∂m

∂t
= γGm×

(
Heff − αG

∂m

∂t

)
(1.20)

where αG is a phenomenological damping parameter and γG is proportional to the Lande’
factor γ, i.e., γG = µ0γ. Equation (1.20), called Gilbert’s equation, is the generalization
of eq. (1.17) to the dynamical case. If αG → 0 the damping vanishes and the precession
continues for ever. If αG → ∞ the precession is negligible compared with the damping
term. Finally, if ∂m/∂t = 0 the equation (1.17) is recovered.

1.3 Numerical micromagnetics

The spatial distribution of the magnetization is obtained from eq. (1.17) in the case of
statics and from eq. (1.20) in the case of dynamics. The effective field Heff necessary to
solve these equations is determined from the total system energy G(M;Ha), see equation
(1.16). In general the calculation of G(M;Ha) is not easy because it involves a six-fold
integral in the evaluation of the magnetostatic energy. In fact, while the exchange and the
anisotropy energy can be obtained directly by solving the volume integral of eq. (1.15),
the magnetostatic energy is obtained through the double volume integration of eq. (1.11)
and eq. (1.15). Because of this complexity numerics started to be employed since the mid
60s [33] and is nowadays widely used in micromagnetic modeling of advanced magnetic
materials [131].

Many of the numerical computations are based on the method developed by LaBonte
[27] who computed a one-dimensional wall in thin films [33] in the mid 60ies. Some years
later Labonte [34] and Hubert [35] solved independently the problem of a two-dimensional
wall. In numerical micromagnetics the magnetic body is divided in elements of volume
∆V whose shape depends on the numerical method used. Inside each element the mag-
netization is constant in module and free to vary arbitrarily in direction. The continuous
media is approximated by a discrete numbers of points each located at the center of one
element. Therefore the integrals and the derivatives in the energy expressions are replaced
by finite sums and differences in terms of the unknown magnetization components [34].
Finally, the total energy is minimized in order to obtain the magnetization distribution.

In this thesis the numerical computations are performed by using a commercial code
written by Scheinfein [37] based on the method developed by LaBonte. Let us briefly
consider the original problem of a two-dimensional domain wall solved by LaBonte [34].
In order to study a two dimensional wall in a magnetic film we can divide the body in
Nx × Ny infinite long rectangular prisms of side ∆ = a/Nx = b/Ny centered in 1 ≤ I ≤
Nx, 1 ≤ J ≤ Ny, see Fig. 1.1. Each prism exhibits uniform magnetization M(I, J) =
Msm(I, J) with m(I, J) = α(I, J)i + β(I, J)j + γ(I, J)k. The boundaries are considered
by introducing additional points along the constraint edges x = ±a/2 and along the
film surfaces y = ±b/2. The left and right column of points are denoted by I = 0 and
I = Nx + 1; the bottom and top rows by J = 0 and J = Ny + 1. The constraint
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boundary conditions at the edges of the film may be expressed as m(0, J) = −k and
m(Nx + 1, J) = +k for the range 1 ≤ J ≤ Ny. These constrains simulate the presence of
two in-plane magnetic domains with opposite magnetization located at the sides of the
wall. Since in this example the surface anisotropy is supposed to be zero equation (1.19)
can be used. As a consequence m(I, 1) = m(I, 0) and m(I, Ny + 1) = m(I,Ny) over the
range 1 ≤ I ≤ Nx. The energy expressions are developed directly in terms of the discrete
distribution {m(I, J)} [34].

Figure 1.1: Discrete partition for the study of a two-dimensional domain wall [34]. The
film is infinite in the z direction, it has width a and thickness b. Inside each prism the
magnetization is constant, i. e. |m(I, J)|=const.

1.3.1 Energy minimization

The magnetization distribution can be obtained either integrating the discretized Gilbert’s
equation (1.20) in time [133] or minimizing the total energy to reach the the equilibrium
condition of Brown’s equation (1.17).

In the relaxation method the effective field H(I,J ) is computed for a particular point
in the grid with the magnetization distribution held fixed. This field is normalized to
h(I,J )=H(I,J )/|H(I,J)| and the difference δ(I,J)=|h(I,J)−m(I,J)| is stored a the most
recent misalignment at location (I,J ). The current value of m(I,J ) is then replaced by
h(I,J ) and a new location is selected. In this manner the entire distribution is swept
through and {m(I,J )} is reset point by point. After each complete sweep, the maximum
value within the set {δ(I,J )} is found and compared with a preset tolerance; this procedure
is continued until the maximum deviation falls below the tolerance [34]. At this point the
system has reached the equilibrium and Brown’s equation (1.17) is fulfilled.

The time integration method solves numerically the dynamic Gilbert’s equation (1.20)
or the equivalent Landau-Lifshitz’s equation [27]. This method is suitable to study dy-
namic problems like wall motion or the variation of the magnetization after a magnetic
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field is applied. For calculations of equilibrium wall configurations both methods can be
used. It has been shown [133] that they yield equivalent equilibrium magnetization struc-
tures for thin Permalloy and Fe films in agreement with the experimental surface domain
magnetization profiles. In order to choose the numerical method the calculation time has
to be considered. In the code used in this thesis [37], on the one hand the relaxation
method leads to a more rapid convergence than the time integration method. On the
other hand, in the relaxation method the CPU time depends on the square of the num-
ber of cells, i.e., N2, in the magnetostatic self-field computation. As a consequence, the
time integration method with Fast Fourier Transformation (FFT) can be 100-1000 times
faster for large problems, even with a 10-100 times slower convergence . In this work, the
relatively low number of cells used (N ≈ 103) led to choose the relaxation method scheme
for the minimization of static magnetization structures.

Two parameters have to be chosen carefully in order to obtain a reliable results from
the simulations: the grid density, i.e., the size of the unit cells, and the convergence
criterion, i.e., when to end the simulation. No clear-cut criterion is known to chose the
grid density. Nevertheless two obvious limits has to be considered. On the one hand,
the mesh should not be too fine, so that the computation is numerically feasible. On the
other hand, the mesh should be sufficiently fine to allow the microstructure to be fully
developed [27]. In order to find the right mesh for the problem successive computations
with increasing cell density has to be performed and compared until no modification of
the magnetization configuration are found.

1.4 Domain walls

At the boundaries between neighboring domains the magnetic moments gradually change
direction in order to minimize the total energy of the system. The details of the transition
region, called domain wall, can be calculated using the methods of variational calculus (see
section 1.2) or numerical micromagnetics (section 1.3). The first calculation of domain
walls was carried out by Landau and Lifshitz for an infinite crystal with uniaxial anisotropy
[29, 134]. In this case the direction of the magnetization changes of 180◦ in a region
separating two domains of opposite magnetization. As a consequence a wall, generally
called Bloch wall, forms between the two neighbor domains, see Fig. 1.2.

The rotation of the magnetization takes place along the direction of the x-axis. Since
the crystal is considered infinite, the contribution of the surface charges is zero. Besides,
in order to minimize the contribution of the magnetostatic energy the vector m lies in
the yz plane so that ∇ ·m=0. Therefore the total energy per unit area is

G(M) =
∫ ∞

−∞

k1sin
2θx + A

(
dθ

dx

)2
 dx (1.21)

i.e., the sum between anisotropy and exchange energy. The angular dependence of the
magnetization in obtained after minimization by means of variational calculus (see for
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Figure 1.2: Bloch wall separating domains with opposite magnetization.

instance [26, 27]):

θx = acos
(
−th

x

λ

)
(1.22)

where λ =
√

A/k1 is the magnetic characteristic length. The classical definition of domain

width is based on the slope of the magnetization angle θx [29]. Its value is:

δw = π

√
A

k1

(1.23)

By integrating the energy density over x we obtain the total energy density per unit
surface:

γ = 4
√

Ak1 (1.24)

If the anisotropy is cubic, as for instance in iron or nickel, there are three axis along the
three cubic axis. In this case the orientation of the magnetization in neighboring domains
may be at 90◦ or 180◦. The structure and the energy of 90◦ domain walls can be calculated
in the same way as shown in this section for the 180◦ Bloch wall. The walls considered
in this thesis are anisotropy-like, but also other kind of walls are possible in thin films.
In order to reduce the stray field energy the magnetization vector may rotate in-plane in
sufficiently thin films forming a Néel wall. In this case no surface charges but only some
volume charges contribute to the magnetostatic energy.

In order to study different domain configurations the walls between neighbor domains
are assumed to have zero width [39]. In fact, for domains of the order of micrometers
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the domain wall width is negligible. Nevertheless the energy of the wall has to be con-
sidered and included into the total energy. Then the total energy is minimized and the
energy value obtained is compared with the one of other possible domain configurations.
If the scale of the system reduces the domain structure is no more negligible and the
micromagnetic equation have to be used to describe the magnetization distribution. In
the next chapter we will study the effect of the reduction of the scale for a system with
perpendicular uniform uniaxial anisotropy.



Chapter 2

Stripe domains in thin films

2.1 Films with perpendicular anisotropy

In the first part of this chapter, we discuss the magnetization of films with perpendicular
uniaxial anisotropy. The easy axis of the anisotropy is chosen parallel to the film normal
and favors an out-of-plane magnetization. The tendency of the magnetization to rotate
out-of-plane, however, is hindered by the presence of the magnetic charges on the surface
of the film which contribute to the magnetostatic energy. As a consequence, the magne-
tostatic energy (or the shape anisotropy) is smallest when the magnetization lies in the
plane of the film. The competition between uniaxial and shape anisotropy determines
whether the magnetization tends to be perpendicular or parallel to the film normal, pro-
vided that the magnetization is uniform. The two quantities are compared by means of
the quality factor [29]

Q =
2ku

µ0M2
s

(2.1)

the ratio between the uniaxial and the shape anisotropy. The uniaxial anisotropy is a
function of the thickness t of the film and it is given by the sum of the volume anisotropy
constant kb and of the surface anisotropy constant ks divided by t:

ku(t) = kb +
ks

t
(2.2)

If Q < 1, the shape anisotropy is dominant and the magnetization tends to lie in-plane.
If Q > 1, the uniaxial anisotropy forces the anisotropy to lie out-of-plane.

So far we have seen that the tendency of the magnetization to lie in or out-of-plane
is connected to the ratio of uniaxial and shape anisotropies. To understand whether the
system shows magnetic domains or a single domain, we have to analyse the energy of
these configurations. In general, magnetic domains occur when the gain in magnetostatic
energy due to the domain structure is bigger than the energy required to form the domain
walls.

15
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2.2 Domains separated by walls of negligible width

In order to calculate the total energy of a stripe configuration, some studies [38, 40, 42]
follow the pioneering work of Kittel [39] who considered a series of stripes of width D,
with the magnetization pointing alternatively up and down (Fig. 2.1). The stripes are
assumed uniformly magnetised and separated by a wall of width δw much smaller than
the domains D.

Figure 2.1: Series of stripe domains for a thick film, i.e., for thickness t much bigger than
the domain width D. The magnetization is uniform within each stripe and the wall width
δw is negligible with respect to the domain width D.

The relevant energy is given by the sum of the magnetostatic energy and of the wall
energy. The total wall energy per unit area of the stripe domain configuration in Fig. 2.1
is given by

ew = γw
t

D
(2.3)

where γw = 4
√

Ak is the energy of a Bloch wall and t/D is the total domain wall area [28].
In the limit of thick films, i.e., t� D, the magnetostatic field created by the charges on
one surface of the slab does not interact with the field of the other surface. Therefore
the value of magnetostatic energy is two times the value obtained for a single surface of
the slab. The field created by the surface charges with alternating sign ±Ms, is given by
the Fourier expansion of a square-wave of amplitude 2πM2

s . The magnetostatic energy
density per unit area for one single surface results [39]:

ems = 0.85M2
s D (2.4)

The dependence of the domain width D from the thickness of the slab t is obtained by
minimizing the energy, given by the sum of eq. (2.3) and (2.4), with respect to D. The
result is that in the limit of thick films, the domain width grows with the root of the
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thickness: D ∼
√

t. If the thickness of the film is smaller or comparable to the domain
width, i.e., t ≤ D, the two surfaces interact magnetostatically. The magnetic field H is
approximately the same of a film uniformly magnetized, except for regions of size t around
the wall Fig. 2.2 [26].

Figure 2.2: Stripe domains in the limit of small thickness, i.e., t�D. The stray field crosses
the film, side to side, and it is similar to the stray field of a single domain state, uniformly
magnetized out-of-plane. The difference is localized around the border of successive stripes;
in this region the flux closure slightly reduces the magnetostatic energy with respect to the
value of a single domain state. The arrows indicate the stray field direction.

In this case the magnetostatic energy is a function of the thickness t and it is found
by expanding the magnetic potential in a double Fourier series given by [40, 42]:

ems =
16M2

s D

π2

∞∑
n=1

1

2n
(1− exp(−2nπt

D
)) (2.5)

In the limit of thick films, the exponential of eq. (2.5) is negligible and the magnetostatic
energy tends to the value given by Kittel, eq. (2.4). In the limit of thin films, i.e., t� D,
the exponential can be expanded to the first order, so that exp(−2nπt

D
)∼=1-2nπt/D and

eq. (2.5) becomes:
ems = 2πM2

s t (2.6)

This expression shows that in the limit of thin films, the magnetostatic energy reaches
the value of a film of thickness t, uniformly magnetized parallel to the normal. An
analytical study of the system in the limit of thin films, has been performed by Kaplan
and Gehring [38]. Using the Taylor expansion of t/D up to the second order, they give
the expression for the magnetostatic energy:

ems = 2πM2
s t(1− 0.67

t

D
+

2t

πD
ln

t

D
) (2.7)

The comparison of this equation with eq. (2.6) shows that the difference in magneto-
static energy between the stripe-domains state and the single domain state is vanishing
with the thickness t. The minimization of the total energy, obtained after summation
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of equations (2.3) and (2.5), gives the value of the domain width D(t) as a function of
the thickness of the film. The numerical solution is plotted in logarithmic scale in Fig.
(2.3) [43].

Figure 2.3: Domain width D(t) as a function of t, thickness of the film. The curve is
obtained numerically by minimizing the total energy which is given by the sum of equa-
tions (2.3) and (2.5) [43]. The axis are normalized to the minimum of the domain width,
Dm=γm/1.7 M2

s . In the limit of thick films, i.e., t � D , the domain width follows the
law of Kittel, D ∼

√
t. In the limit of thin films, i.e., t� D, the domain width increases

with D ∼ t exp
(

1
t

)
In the limit of thick films, the curve follows the prediction of Kittel. The minimum

is obtained by decreasing the thickness of the slab when the charges of the two surfaces
start to interact. The critical width, i.e., Dm=γm/1.7 M2

s , is a function of the material
and its value is usually between 20 nm and 50 nm. For thinner films the domain width
increases rapidly with exponential law: D ∼ t exp(1

t
). The same behaviour is found

analytically [38], after the minimization of the total energy, sum of equations (2.3) and
(2.7). In this case the domain width is given by:

D(t) = 0.95t exp
(

πD0

2t

)
(2.8)

where D0=γm/ 2 πM2
s is the characteristic dipolar length. Equation (2.8) can be inserted

in the expression of the total energy that results [45] :

et = 2πM2
s t
(
1− 0.67 exp

(
−πD0

2t

))
(2.9)

The total energy of the single domain state is equal to its magnetostatic energy and
it is given by eq. (2.6). In the limit of thick films, i.e., t� D, the gain in magnetostatic
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energy due to the flux closure is sufficiently high to guarantee that the energy for a stripe
domain configuration is lower than for a single domain state. By decreasing the thickness
of the film, the gain in magnetostatic energy becomes comparable to the wall energy and
the domain formation is less efficient. In the limit of thin films, i.e., t� D, the energy for
the stripe domain configuration is given by eq. (2.9). From this equation we notice that
for every thickness of the slab, the value of the total energy is smaller than for a single
domain state. However, the rapid increasing of the domain width, rules out the possibility
to have a multi-domain state in a real sample of finite dimensions below a certain critical
thickness tc, when the domain width becomes of the same order of the extension of the
thin film.

2.3 Domains separated by walls of finite width

So far we have considered a system with uniform magnetization within the magnetic
domain and with a wall negligible with respect to the domain width. In reality, the Bloch
wall between two domains has a finite width and this contributes to the total energy
of the system. For certain sets of the parameters of the system, the dimension of the
wall becomes comparable with respect to the domain size and the picture of domains
separated by narrow walls loses its meaning. In such a case, the magnetization profile
can be described by a sine-like function between two maximal values which are a function
of the domain width [46]. The goal of this paragraph is to describe films with uniform
perpendicular anisotropy taking into account the effect of Bloch walls of finite width
between domains of opposite out of the plane magnetization.

2.3.1 Different contributions of the magnetostatic energy

The magnetostatic energy of a sample of volume V is given by:

Fms = −2π
∫

v
M(r) ·H(r) dr (2.10)

The dipolar field H(r) is the result of the interactions of all the magnetic moments
distributed in the sample. Therefore the magnetostatic energy density is a non-local
quantity, depending on the distribution of all the magnetic charges upon the sample. On
the other hand, the anisotropy is a local quantity which depends on the symmetry of
the magnetic material considered. In thin films it is possible to write the magnetostatic
energy as a sum of an anisotropy-type energy density term, proportional to the area of
the film, plus a term describing the influence of the wall fine structure [47]. In this way it
is possible to evaluate the rotation of the magnetization which takes place in the region
of the wall.

With the exception of some particular cases, the integral (2.10) has no analytical
solution and the magnetostatic energy can be calculated only numerically. In the case of
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a uniformly magnetised film, however, the magnetostatic energy density results:

fms = 2πM2
s cos2θ (2.11)

where θ is the angle between the magnetization and the normal of the film. If the film
is magnetized parallel to the normal, θ is zero and eq. (2.11) equals eq. (2.6). Since in a
system with perpendicular uniaxial anisotropy the angular dependence of the anisotropy
energy is of the same form as eq. (2.11), it is convenient to define the following effective
anisotropy:

keff = ku − 2πM2
s (2.12)

so that the total energy density of the system results:

ft = c + keffsin2θ (2.13)

In this way the uniformly magnetized system is fully described by anisotropy-type local
quantities. It is useful to underline that the magnetostatic energy, although absorbed
in the effective anisotropy constant as shown in eq. (2.13), is still a non-local quantity, a
function of the mutual interaction of all the spins distributed in the sample. In general the
magnetization along the sample is not uniform and the magnetization can rotate forming
a Bloch wall, as sketched in Fig. 2.4 for a thin film.

Figure 2.4: Infinitely long slab of thickness t and width 2L. The Bloch wall between the

two domains has the width δw=π
√

A
k
.

In case of a thin film not uniformly magnetized along the x direction the magnetostatic
energy per unit length can be written in the following way [44]:

fms(L, t) = 2πLt
∫

M2
z (x)dx +

Lt2

4

∫ dMz(x)

dx

dMz(x
′)

dx′
ln
|x− x

′|
t

dxdx
′

(2.14)

where L is the length of the unit cell. The first part of the equation corresponds to the
anisotropy-like term. It is proportional to the area of the film and it contains the local
magnetization Mz(x), which is integrated across the wall. The second term represents
the correction to the magnetostatic energy due to the rotation of the magnetization, as
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shown by the derivative under integration, and it is negative. In the case of uniform
magnetization the derivative is zero and eq. (2.14) reduces to eq. (2.11). In the limit of
vanishing thickness, i.e., t → 0, only the first term remains and the value of the magne-
tostatic energy can be compared to the one of eq. (2.6). In both cases the demagnetizing
factor is equal to one, but the value of the magnetostatic energy is different. In fact, while
eq. (2.6) refers to a film uniformly magnetized out of plane, the first term of eq. (2.14)
refers to a system with non uniform magnetization. In this latter case both the average
value of the magnetic charges and the magnetostatic energy reduce. In general, as will
be clear in section 2.3.3, the second term of eq. (2.14) must be considered to guarantee
the existence of magnetic domains in systems with uniform uniaxial anisotropy. The goal
of section 5.1 will be to show that systems with alternated anisotropy can have magnetic
domains even neglecting the correction to the magnetostatic energy.

2.3.2 Thickness dependence of the domain wall width

Before we analyze the formation of a multi-domain state, we study the thickness depen-
dence of a Bloch wall clarifying the role of the different contributions to the magnetostatic
energy introduced in the last section.

The surface charges of opposite signs on the two sides of a Bloch wall generate a stray
field whose intensity is a function of the thickness of the slab. In order to measure the
effect of the stray field at first we calculate the energy and the wall profile in the case of
vanishing thickness. In this case no stray field is created around the Bloch wall. Therefore
the correction to the magnetostatic energy is zero and the system can be described by
means of anisotropy-type quantities, as seen in section 2.3.1. This state can be obtained by
assuming zero magnetostatic energy and the value given by eq. (2.12) for the anisotropy.

With reference to Fig. 2.4, we consider a Bloch wall of width δw dividing an infinite
film [48] of thickness t in two regions, oppositely magnetized. In the example, the exchange
constant is A=1.05*106erg/cm3, the uniaxial anisotropy constant ku=1.35*107erg/cm3,
and the spontaneous magnetization is Ms=1440 emu/cm3. The profile of the wall for
different thickness is plotted in Fig. 2.5. The shape of the wall is determined by the mini-
mization of the anisotropy energy, the exchange energy and the magnetostatic energy. In
particular both the contributions of the magnetostatic energy introduced in section 2.3.1
play a role in the determination of the wall structure. In fact, on the one hand the
anisotropy-type term tends to enlarge the wall in order to minimize the surface charge
density (principle of charges avoiding), on the other hand the correction to the magneto-
static energy tends to narrow it because of the flux closure generated around the wall (see
Fig. 2.2). The weight of the two contributions is a function of the thickness of the film as
can be seen by defining the following general expression of the effective anisotropy:

keff(t) = ku(t)− α(t)2πM2
s (2.15)

The function α(t) measures the contribution of the correction to the magnetostatic energy
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and has the following limits:

lim
t→0

α(t) = 1 lim
t�δw

α(t) = 0 (2.16)

The two values are obtained respectively for a film with vanishing thickness and for a
thick film. When the thickness of the film tends to zero, the effect of the circular field
created around the wall is small and the anisotropy-type term is sufficient to describe the
magnetosatic energy. The wall profile obtained in such a case is drawn as a solid line in
Fig. 2.5.

Figure 2.5: Influence of the thickness t of the film on the width of the Bloch wall. To
study the dependency of the magnetostatic energy, the uniaxial anisotropy constant k(t)
is considered thickness independent. The dotted and the solid line are the lower and the
upper limit for the wall width. The limits correspond to the bulk value (dotted line) and to
the zero thickness film (solid line). By increasing the thickness of the film the influence of
the circular field created by the surface charges around the Bloch wall increases blocking
the expansion of the wall.

In this case the magnetostatic energy tends to 2πM2
s and the width of the wall tends

to

δw = π

√
A

keff

(2.17)

This equation represents the upper limit of the wall width for a system with uniaxial
anisotropy ku. The plot in grey in Fig. 2.5 represents the case of an ultrathin film with
vanishing thickness, t = 0.3 nm, when the circular magnetic field plays still a negligible
role. By increasing the thickness of the film the effect of the field becomes stronger and
the wall reduces its extension, as we can see in the dashed profile of Fig. 2.5. In the
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limit of thick films, i.e., for t� d, the width of the wall is given by equation 1.23, which
represents the lower limit for a system with uniaxial anisotropy ku. Hence, by means
of the function α(t), the thickness dependence of the circular magnetic field created by
the surface charges is described. The validity of this function goes beyond the limit of
thin films for which eq. (2.14) has been calculated, but does not describe completely the
thickness dependence of the effective anisotropy which are present as well in the uniaxial
anisotropy term of eq. (2.15).

2.3.3 Transition single domain/multi-domain state

In this section, first we want to compare the energy of a single domain state with the
one of a multi-domain state, in order to find the critical domain size of the transition for
systems with finite walls width. The domain size at the transition is a function of the
thickness as well as of the hardness of the material represented by Q. Secondly we show
that a multi domain state cannot exist if the dipolar interaction is neglected and only
local quantities are considered to describe the system. Finally we compare the transition
to the case of systems with negligible wall width.

In general, a multi-domain state is energetically favorable in comparison to a single
domain state if the energy required to form a wall is lower than the gain in magnetostatic
energy due to the stray field. The formation of a multi-domain state can be analyzed in
simple terms by considering two domains, opposite magnetized and separated by a Bloch
wall, as shown in Fig. 2.4, and comparing the energy obtained with the one of a single
domain state. The energy of the wall is independent on the length L of the slab. As a
consequence the energy to pay to form the multi-domain state is constant with the length
L. On the contrary, the gain in magnetostatic energy density per unit area increases with
L. Therefore, for a certain critical value of the length L0, the energy of the multi-domain
state becomes favorable.

The situation is well represented by the following equation, obtained by integration of
eq. (2.14), using the profile of the Bloch wall Ms = Mt tanh(x/δ) [41, 44]:

∆F

Lt
= γw +

µ0M
2
s t

π
ln

2cwδ

L
(2.18)

where cw ≈ 1.356 is a numerical factor.
Equation (2.18) gives the energy difference between single and multi-domain state;

it is positive for L < L0 and negative for L>L0. The term responsible for the domain
formation is the logarithm and comes from the non-local part of the magnetostatic energy
written in eq. (2.14). This term, which has to be negative in order to reduce the value
of the total energy, drives the transition by increasing L, length of the slab. The critical
length L0, normalized to the exchange length lex , is obtained from eq. (2.18) for ∆F=0:

L0

lex
=

1.9√
2Q− 1

exp
8.9
√

2Q− 1
t

lex

(2.19)



24 Chapter 2. Stripe domains in thin films

Figure 2.6: Thickness of the film versus L0, the critical length for the transition to the
multi-domain state. The plots are normalized to the exchange length lex and refer to
eq. (2.18) for different values of Q. With increasing Q or decreasing t, l0 shifts to higher
values. In this way the drop in magnetostatic energy balances the increase of the wall
energy.

The thickness of the film versus the critical length L0, for different values of Q, is
plotted in Fig. (2.6). As already shown in section 2.2 for the case of negligible wall width,
the domain size increases rapidly with thickness decreasing, till the size of the sample
is reached and the multi domain state cannot exist anymore. This happens because the
gain in magnetostatic energy decreases with the thickness and therefore the length L of
the slab has to increase to allow domain formation.

The dependence of the domain size on the hardness of the material is clear if we
consider the effective anisotropy, whose value increases with Q, as can be deduced from
eq. (2.15). As a consequence the wall energy increases and, in order to obtain a multi
domain configuration, the length L of the slab has to become bigger so that the gain in
magnetostatic energy can be comparable to the energy paid to form the wall.

Before comparing the different models introduced in the last sections, we show that
the existence of the stray field created around the Bloch wall is essential to understand
the formation of a multi-domain state. Let us consider once more a system with uniaxial
perpendicular effective anisotropy, described only by means of the exchange energy and
the anisotropy-type energy terms. If the system is uniformly magnetized out-of-plane, the
exchange and the effective anisotropy energy are zero. As soon as a wall is formed and
some of the magnetic moments are tilted away from the normal of the film, the effective
anisotropy energy and the exchange energy are no more zero. Therefore, if the dipolar
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Figure 2.7: Ratio of the total energy between single-domain and multi-domain state vs.
the thickness of the slab, normalized to the domain width. If the system is described by
means of anisotropy-type terms, the only possible state is the single domain. If the stray
field created around the Bloch wall is considered, at a certain critical thickness the system
splits into magnetic domains.

interaction is not considered in its complete form, the energy of the system increases and
the single domain state is the lowest in energy. This shows that the complete non-local
dipolar interaction is the fundamental quantity to be considered to explain the formation
of a multi-domain state for a system with perpendicular uniaxial anisotropy. In Fig. 2.7 we
compare the energies of a multi-domain state with a single-domain state as a function of
the thickness, normalized to a fixed value of the domain width. The numerical calculation
is performed in the case of an anisotropy-type description (white dots in Fig. 2.7), when the
circular magnetic field is not considered, and in the case of total dipolar interaction (black
dots in Fig. 2.7). If the correction to the dipolar energy is not considered, the ratio of the
total energy is constant with the thickness and the single domain state has lower energy
than the multi-domain state. This happens because the magnetostatic energy density is
thickness independent for both states. If the correction is considered, the magnetostatic
energy density is no more thickness independent. As a consequence the total energy of
the multi-domain state decreases linearly with the thickness allowing the transition to the
multi-domain state.

The analysis carried out in this section has the purpose to determine the conditions
for which it is favorable to have a multi-domain configuration. To complete the picture,
we want to study the influence of the presence of the domain wall in the determination of
the domain size by comparing eq. (2.18) with eq. (2.8), calculated with the assumption of
uniform magnetization and negligible wall width. The two curves are plotted in Fig. 2.8,
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Figure 2.8: L0, critical length for the transition to the multi-domain state versus t, thick-
ness of the film. The plots shown, normalized to the exchange length lex, are for a value of
Q=1.3. The black plot refers to eq. (2.8), where the wall-width is neglected. The dashed
plot refers to eq. (2.18), where the wall width is considered finite. The black points result
from numeric simulation performed with periodic boundary conditions.

for Q=1.3. Fixing an arbitrary value of the thickness of the slab we notice that the domain
size is significantly larger if the wall is included in the description. In this case the average
perpendicular magnetization around the region of the wall is smaller than for a system
with negligible wall width. As a consequence the gain in magnetostatic energy due to the
flux closure is limited by the presence of the wall and the transition to the multi-domain
state shifts to larger values of the domain size. Therefore, the assumptions of uniform
magnetization and negligible wall width made in section 2.2, cause an overestimation of
the gain in magnetostatic energy and a significant underestimation of the value of the
domain size. To calculate correctly the size of the unit cell in the case of finite wall width,
we have to bound the system periodically. In this way a new Bloch wall forms at the
edge of the slab and the unit cell of the multi-domain state is given by the sum of the
domain width and of the wall width. This choice, not considered in the derivation of
eq. (2.18) [41], yields a further shift of the value of the domain size, as shown in Fig. 2.8.
The difference is due to the presence of the Bloch wall at the edge of the slab and to the
consequent reduction of the average magnetization around it.



Chapter 3

Films with spatially varying
magnetic anisotropies

The magnetic anisotropy can be spatially varied by means of various nano-patterning
techniques. The aim of the next two chapters is to describe the magnetic behaviour of
these systems by means of micromagnetics. In particular we will answer the following
questions: What is the magnetization as a function of the scale of the anisotropy pattern?
What is the weight of the different interactions determining the free energy of the system?
How does the system behave when an external field is applied?

The investigation of these questions will show that the hypothesis of non-uniform
magnetization is essential to describe these films and that the analysis of the magnetic
microstructure is necessary to explain the macroscopic properties of the system.

3.1 Uniform magnetization: second and fourth order

magnetic anisotropy

Before to study films with spatially varying magnetic anisotropies, we resume the main
features of the phenomenological model used in literature to describe systems with uniform
magnetization. The purpose of this presentation is to point out the limits of such a
description and to show the necessity of a non-uniform approach to study systems with
patterned anisotropies.

First principle calculations performed in the monolayer regime show that the break-
ing of translational symmetry perpendicular to the surface leads to an easy axis that
can be either in-plane or out-of-plane [49]. Often in the limit of ultrathin films the ob-
served magnetization is uniform, either out-of-plane or in-plane [22, 121], as theoretically
predicted [20, 21, 40].

The angular dependence of the free energy density for a uniformly magnetized film

27



28 Chapter 3. Films with spatially varying magnetic anisotropies

can be written in the following way:

f(t, T, θ) = keff
1 (t, T )sin2θ + k2(t, T )sin4θ (3.1)

being θ the angle between the magnetization vector M and the normal to the surface.
The thickness and the temperature dependence of the free energy is contained in the first
and second order anisotropy constants:

keff
1 (t, T ) = k1b(T ) +

2k1s(T )

t
− 2πM2

s (3.2)

k2(t, T ) = k2b(T ) +
2k2s(T )

t
(3.3)

where k1b(T ), k1s(T ) and k2b(T ), k2s(T ) are the first and second order anisotropy constants
in bulk and at the surface of the film. The last term of the equation (3.2) is the shape
anisotropy of the system and its value is the result of the assumption of uniform mag-
netization. The explicit thickness dependence of the phenomenological equations (3.2)
and (3.3) is experimentally widely verified [50–52] and theoretically justified [53]. The
temperature dependence of the magnetic anisotropy is implicit [54] and complex to treat.
Theoretically the problem was originally examined by considering the spin-orbit interac-
tion as a small perturbation of the exchange coupling [55]. Later it has been shown that
the entropy contributes to the determination of the easy axis favoring an in-plane magne-
tization [56]. Experimentally it has been found that the volume anisotropy is a function of
the temperature through the dependence of the bulk magnetostriction constants [57, 58].

The minimization of equation (3.1) with respect to θ gives four states with uni-
form magnetization as a function of different combinations of the first and second order
anisotropy constants. The magnetization is, see Fig. 3.1:

1) out-of-plane for k1 > 0 ; −1
2
k1 < k2 <∞

2) canted for k1 < 0 ; −1
2
k1 < k2 <∞

3) in-plane for −∞ < k1 < −2k2 ; −∞ < k2 < −1
2
k1

4) coexistence for k2 < 0 ; 0 < k1 < −1
2
k2.

To each point of the diagram of Fig. 3.1 corresponds a minimum that is absolute in
the case of regions 1 − 3 and metastable, with two minima, in the case of region 4. In
particular region 4 the state of lowest energy results:

out-of-plane for −k2 ≤ k1 ≤ −2k2,
in-plane for 0 ≤ k1 ≤ −k2.
From Fig. 3.1 we notice that in order to describe the states of canting and coexistence it

is necessary to introduce a fourth order anisotropy term, while the second order anisotropy
is sufficient to describe uniform in-plane or out-of-plane magnetization. The system can
move from a state of equilibrium into a new metastable state if the temperature and
the thickness of the film are varied. The final state can be in the same region of the
phase diagram or in a new one. In this last case the transition takes place either directly
between the initial and the final magnetic phase or indirectly with the involvement of
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a third magnetic phase. In particular the film can transit from an out-of-plane to an
in-plane state of uniform magnetization in three different ways [54, 61]:

a) continuously through the canted state
b) discontinuously without involvement of a third state
c) discontinuously through the coexistence state.

Figure 3.1: Anisotropy space diagram obtained after minimization of equation (3.1). The
magnetization is uniform along the lateral extension of the film.

Indications of the transition a) have been observed in various systems [58, 61–63].
This transition is often attributed due to the temperature dependence of the bulk mag-
netostriction constants [57–59, 62, 78]. The transitions b) and c) have been mentioned
respectively by Grolier et al. [63] for Au/Co/Au sandwiches and Fritzsche et al. [61] for
Pd/Co/Pd(111).

The previous analysis refers to films uniformly magnetized. Other systems reorient as
a function of the thickness and the temperature by involving domain formation, see for
instance [64–67]. Clearly, as soon as domains form the phenomenological approach based
on the uniform magnetization fails [68] and the picture of non-uniform magnetization has
to be considered. In particular we will see that non-uniform magnetization is necessary
to describe systems with a lateral variation of the magnetic anisotropy.
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3.2 Morphology and non uniform magnetization

In chapter 2 we have shown that the size of domains of dipolar origin increases beyond
the sample dimension in the limit of ultrathin films. Therefore the possibility to have
magnetic domains for system with uniform uniaxial anisotropy is limited to a certain range
of thickness. In this section we first define and then we study systems with lateral varying
magnetic anisotropies which can present magnetic domains induced by the anisotropies
and not by the dipolar interaction.

By definition the effect of the surface anisotropy is confined to the top and to the
bottom layer while the shape anisotropy energy is proportional to the film thickness. If
the surface anisotropy favors an out-of-plane magnetization, with increasing thickness
the magnetization reorients in-plane. Some questions arise: Is the exchange stiffness Aex

strong enough to keep the magnetization uniform? For which values of the parameters the
magnetization is non-uniform so that a twisted configuration can be observed? O’Handley
and Woods [69] studying a semi-infinite magnetic system find a critical value of the surface
anisotropy above which the magnetization tilts in the out-of-plane direction in the layers
close to the surface. This phenomenon, called surface magnetic reconstruction [71], has
been observed in the case of Gd(0001) crystals [72]. Thiaville and Fert [23] study a
thin film between two interfaces and find that the magnetization is uniform or twisted
as a function of the film thickness. In the case of zero applied external field the phase
diagram presents in-plane, out-of-plane and twisted configurations. Mainly, in the case
of transition metals, the magnetization is either in-plane or out-of-plane. In the case of
Fe, the twisted configuration is obtained if the thickness of the film is 11.1 nm ≤ t ≤
11.3 nm. Since this thickness interval is almost negligible, we can consider the uniform
magnetization a good approximation to study transition metal thin films. It has to be
noticed that in the case of rare earth metals and especially in alloys, where the value of
the exchange stiffness Aex is reduced, the thickness interval of the twisted configuration
enlarges so that the assumption of uniform magnetization is no more valid.

Although the vertical modulation of the magnetization is never obtained in thin films
of pure transition metals with uniform uniaxial anisotropy, twisted configurations can be
obtained if the magnetic anisotropy is locally tuned on a scale of the order of the magnetic
characteristic length. This is the case of a magnetic layer capped by a material, either
magnetic or non-magnetic, with opposite direction of the effective uniaxial anisotropy [73,
74]. The same phenomenon takes place if the capping is partial and the variation of the
anisotropy is lateral [4, 24, 75–78]. In principle, systems with vertical and lateral variation
of the magnetization constitute the most general case to be treated. In our investigation
we will consider films uniformly magnetized in the vertical direction with laterally varying
magnetic anisotropies.
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3.2.1 Definition of the system on study: characteristic parame-
ters

In this section we study films with spatially varying uniaxial anisotropies. In the following
all the analytical calculations and the main part of the simulations are performed in the
case of periodic magnetic configuration. This choice simplifies the theoretical investigation
and it is useful to describe systems of stripes obtained by means of patterning techniques.

The unit cell of the system is sketched in Fig. 3.2. It is formed by two infinitely long
stripes of width L1 and L2. The easy axis of the effective anisotropies of the two stripes
is respectively out-of-plane and in-plane, i.e., k1 > 0 and k2 < 0 or Q1 > 1 and Q2 < 1,
see equation (2.1). Periodic boundary conditions are imposed in the x and y directions to
model a series of infinitely long stripes with alternating uniaxial anisotropy. As indicated
in the last section the thickness of the film is chosen much smaller than the magnetic
characteristic length. Thus, with reference to Fig. 3.2, the magnetization is uniform in
the z direction.

L
1

L
2

k 0
1

k 0
2 z

y

x

Figure 3.2: Unit cell of a series of infinitely long stripes with alternating uniaxial
anisotropies.

The nature of the parameters involved can be intrinsic or extrinsic. To the first
category belong the material parameters that define the magnetic properties of the film.
The extrinsic parameters define the geometry of the anisotropy pattern. The thickness
of the film belongs to the second category of parameters. Nevertheless, since we use a
uniform approximation to determine the anisotropy in the z direction of the film, the
thickness is just a scaling variable of the effective anisotropy and it can be included in the
group of intrinsic parameters. The geometry of the pattern can be defined by the relative
importance of the two stripes (R) and the density of unit cells (ρ):

R =
L1

L1 + L2

(3.4)

and

ρ =
2

L1 + L2

(3.5)

where the factor 2 refers to the number of stripes in the unit cell. Once the intrinsic
parameters are fixed by the choice of the magnetic sub-layer and of the capping material,
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only the ratio R and the density of stripes ρ determine the magnetic moment distribution
in our study. It has to be noticed that the capping material can be both magnetic or
non-magnetic. In the first case the local change in the direction of the easy axis is due
to the thickness dependence of the shape anisotropy. In the second case it is due to the
variation of the surface energy.

3.2.2 Scale dependence: uniformity, canting and coexistence

In this section we study the general features of systems with laterally varying magnetic
anisotropies. The investigation takes place at macroscopic level. In particular we study
the system as a function of its scale. Therefore, fixing the ratio R, we obtain different
magnetic states as a function of the stripes density ρ. The complete solution of the
problem will be given in chapter 4 in the framework of the micromagnetic theory.

We consider a system of stripes with alternating uniaxial anisotropies as shown in
Fig. 3.2. This situation is realized for example in the case of Fe films grown on stepped
W(110) surfaces [81]. Here stripes of 2ML and 1ML of Fe are alternating. The effective
anisotropies are respectively keff

1 = 1 · 107 erg/cm3 and keff
2 = −4 · 107 erg/cm3. The

negative value shows that in the first layer the anisotropy favors an in-plane magnetization,
while in the second it favors an out-of-plane orientation. Experiments on this system have
been performed for a value of the unit cell of 8 nm [17, 82]. In the following we investigate
the magnetization as a function of the width of the unit cell.

The analysis starts by considering a unit cell of width L = 8 nm and L1 = L2 = 4 nm,
i.e., ρ = 0.25 nm−1 and R = 0.5. In this case the unit cell is comparable with the magnetic
characteristic length, i.e., L ≈ λ. To study the system we calculate the magnetization
as a function of an external field applied perpendicularly to the film. The result of the
simulation is plotted in Fig. 3.3. The axis of the abscisse is normalized to the anisotropy
field necessary to reverse the magnetization of 1ML and it is given by Han = 2keff

1 /µ0Ms =
50 kOe. As a starting condition we choose a uniform magnetization perpendicular to the
film surface. As soon as the external field reduces, the magnetization decreases. The
reduction of the average magnetization is continuous until the coercive field is reached.
Notice that both the remanence Mr and the coercive field Hc are different from zero.
This result can be interpreted in the framework of the theory of Stoner and Wohlfarth for
single particles [84]. These authors studied the field dependence of the direction of the
magnetization of a uniformly magnetized ellipsoid. The shape of the hysteresis loops is a
function of the angle α between the applied field and the easy axis. The remanence and the
coercivity decrease with increasing α. The shape of the hysteresis loop in Fig. 3.3 indicates
a behavior similar to the one of a single particle with α ' 75◦. Therefore in systems with
a unit cell comparable with the magnetic characteristic length the indicative behavior of
the magnetization is uniform. This means that successive stripes with alternating uniaxial
anisotropy are strongly coupled by exchange and they behave like a single particle.

In this analysis we have considered the averaged magnetization M, as it could be
obtained experimentally by means of MOKE [83], as we will see in chapter 5. In order
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Figure 3.3: Hysteresis polar loop for a film with patterned anisotropy with scale comparable
with the magnetic characteristic length, i.e., L ≈ λ. Since keff

2 > keff
1 , the average

magnetization M decreases together with applied external field until the remenence Mr

is reached. The stripes are exchange coupled by the reduced dimension. The inset is a
magnified view of the same loop and shows that a small coercive field drives the film out
from the canted state obtained at remanence.

to have more information about the system it is necessary to calculate the magnetization
as a function of the position by means of micromagnetics. In the next section we will see
that micromagnetics is the key to explain the canting shown in Fig. 3.3.

Now we increase the width of the unit cell to 50 nm keeping the value of the coverage
of the system constant. In this way the density of stripes reduce to ρ = 0.04 nm−1 and
the scale of the anisotropy patterning is bigger than the magnetic characteristic length,
i.e., L� λ. Like in the former case, we study the main features of the system calculating
the magnetization as a function of an applied external field. The resulting hysteresis loop
is plotted in Fig. 3.4. The saturation is obtained by applying a field of around 50 kOe
perpendicular to the film surface. This is the same value necessary to reverse a film with
in-plane easy axis of 1ML. As soon as the field reduces, the magnetization decreases until
the value Mr = 0.67 is reached at zero applied external field. This value can be explained
if we assume that the magnetization in the regions with thickness of 1ML rotates in-plane.
Therefore only two third of the unit cell remains out-of-plane magnetized and we expect
to have a state that consists of in-plane and out-of-plane magnetic domains.

Summarizing, we have seen that the hysteresis loops of films with spatially varying
magnetic anisotropies depends on the scale of the system. The analysis provides a macro-
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Figure 3.4: Hysteresis loop referring to a unit cell of 50 nm. The value at remanence,
Mr = 0.67, indicates that the system consists of magnetic domains.

scopic tool to investigate the system but it does not clarify completely the nature of the
canting found for L ≈ λ and the existence of magnetic domains for L� λ.

From the point of view of the applications it is interesting to notice that the change
of scale causes a decreasing of the coercive field of two orders of magnitude.

3.2.3 Uniform and non-uniform magnetization for L ≈ λ

In the last section we have seen that a system with spatially varying magnetic anisotropies
can present a state of canting. The nature of this state could not be clarified at macro-
scopic level. In this section we show that the analysis of the magnetic microstructure
explains the canting for a scale of the anisotropy patterning of the order of the magnetic
characteristic length, i.e., L ≈ λ. In the following we introduce a simple model based
on the assumption of uniform magnetization valid for partially covered thin films. We
show that this assumption is correct until one of the two effective anisotropies of the film
dominates, while it fails when they are balanced. In this case a state of non-uniform
magnetization appears that can be described by means of a fourth order anisotropy term
whose strength is a function of the scale of the pattern.

With reference to Fig. 3.2, let us consider a unit cell of width L composed of two
stripes L1 and L2, in general of different width, having effective anisotropy keff

1 and keff
2 ,

respectively. The scale of the unit cell is supposed to be small so that the magnetization
can be considered uniform. In this case the exchange energy is zero and the free energy
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is given by the sum of magnetostatic and anisotropy energy. Since in general k1 6= k2 we
have to weight the two quantities with the respective stripe width in order to obtain the
anisotropy energy. Thus the free energy results:

f(θ) = (k1R + k2(1−R)) · sin2θ + ksh · cos2θ (3.6)

with ksh = 2πM2
s and R = L1/L. Equation (3.6) shows that both k1 and k2 favors

an out-of-plane magnetization contrary to the shape anisotropy. Besides, the absence
of modulation permits to describe the system in the framework of an anisotropy type
description. Equation (3.6) can be written in the following compact form:

f(θ) = ksh + ktotsin
2θ (3.7)

being

ktot = keff
1 R + keff

2 (1−R) = A + B (3.8)

Fixing the intrinsic parameters, the free energy is a function of the ratio R, while it does
not depend on the scale of the system since the magnetization is assumed to be uniform.
Equation (3.7) shows that the strength and the direction of the easy axis is a function
of the effective anisotropy weighted by the stripe width. In particular the magnetization
points in-plane and out-of-plane for ktot < 0 and ktot > 0 respectively.

A first check of the model can be done by comparing the analytical expression (3.7)
with the energy calculated numerically [37]. Let us consider a film of about 3 ML of Co
grown on Pd(111) partially covered by islands of Pd. The crystalline anisotropy constants
of the covered and uncovered regions are kPd = 1.96 ∗ 107erg/cm3 and kCo = 0.86 ∗
107erg/cm3 [85, 86]. The value of the magnetization at saturation for bulk systems is
Ms = 1440emu/cm3 and thus the shape anisotropy is equal to ksh = 1.3 ∗ 107erg/cm3. As
a consequence keff

Pd = 0.66 ∗ 107erg/cm3 and keff
Co = −0.44 ∗ 107erg/cm3 favor respectively

an out-of-plane and an in-plane magnetization. The total energy of the system as a
function of the coverage and angle to the normal is plotted in Fig. 3.5 in the case of
unit cell L = 5 nm. For 0 nm ≤ LPd < 2 nm the Co component is dominant and the
system has an in-plane uniaxial anisotropy. For 2 nm ≤ LPd < 5 nm the coverage of Pd
is sufficient to change the easy axis of the film in the out-of-plane direction. Thus we
see that with coverage increasing the easy axis reorients from in-plane to out-of-plane.
The transition takes place for LPd = 2 nm when no angular variation is detected and
the magnet behaves like a soft magnet. In Fig. 3.5 the values calculated analytically and
numerically are plotted respectively with symbols and lines. The good agreement shows
that the idea to describe the system by means of weighted effective anisotropies in the
limit of a film with uniform magnetization is correct.
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Figure 3.5: Total energy as a function of the angle to the normal. The hypothesis of
uniform magnetization is used to calculate both the numerical and the analytical values,
respectively plotted as points and lines. With coverage increasing the easy axis change
from in-plane to out-of-plane. The transition takes place when the effective anisotropies
balance, i. e. kPdLPd = kCoLCo.

Still two questions need an answer: Is the assumption of uniform magnetization cor-
rect? Is it possible to obtain an ideally soft magnet? In order to answer these questions
we study the magnetization process as a function of the ratio R.

Let us consider a field applied in the direction perpendicular to the sample surface.
The starting magnetization is uniform out-of-plane. The analysis of the loops plotted
in Fig. 3.6 confirm that the direction of the easy axis reorients from in-plane to out-
of-plane with increasing coverage, as modeled by means of equation (3.7). Besides, the
shape of the loops proves that the magnetization is uniform for the coverage and for the
scale of the unit cell considered. Therefore we may conclude that in a film with spatially
varying magnetic anisotropies with a scale of the unit cell of the order of the magnetic
characteristic length, i.e., L ≈ λ, the magnetization is uniform if one of the two weighted
effective anisotropies dominates.

It is interesting to note that the field necessary to reverse the magnetization is a
function of the coverage. This field, called anisotropy field in system uniformly magnetized
with uniaxial anisotropy that rotates coherently, defines the hardness of the magnet and
it can be extracted directly from the plots in Fig. 3.6. In fact, in the case of easy axis
loop the anisotropy field corresponds to the coercive field, while in the case of hard axis
loop it is given by the field necessary to saturate the film. The anisotropy field and the
uniaxial anisotropy are proportional and related by:
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Figure 3.6: Magnetization vs. external field applied perpendicularly to the sample. The
easy axis reorients from parallel to normal with coverage increasing, as indicated by the
black arrow. The shape of the loops shows that in the cases considered the film is uniformly
magnetized.

Han =
2ktot

µ0Ms

(3.9)

Knowing the anisotropy field, from equation (3.9) we can calculate ktot as a function
of the ratio R. The values obtained in this way are compared to equation (3.8) in Fig. 3.7.
The perfect agreement is a further proof that the model used is valid for ktot 6= 0, in the
limit of L ≈ λ assuming coherent rotation.

The analysis of the magnetization as a function of the external applied field can be
extended to the regime in which the weighted anisotropies balance. What happens at
compensation? Can we expect an ideally soft magnet?

In Fig. 3.8 the hysteresis loop obtained for ktot = 0 is plotted. In particular we report
the projection of the magnetization in the direction of the external field, applied at 45◦

with respect to the normal. Since at remanence the magnetization is saturated, we deduce
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Figure 3.7: Hardness of the magnet, represented by ktot, vs. the ratio R. The line is calcu-
lated using equation (3.8). The points from Fig. 3.6 and equation (3.9). The accordance
shows that the idea to describe the system by means of weighted effective anisotropies in
the limit of small scale of the system, i.e., L ≈ λ, is correct.

that the system has an easy axis at 45◦ with respect to the normal. Moreover the system
is not completely soft, as clear from the non-zero coercive field. It has to be noticed that
the rotation of the magnetization is not abrupt but it involves a third state, as indicated
by the point at almost zero magnetization. This behaviour reflects the existence of a
four-fold anisotropy that appears as soon as the uniaxial anisotropies average out.

As explained in section 3.2.2, the analysis of the hysteresis loops give a macroscopic
picture of the magnetic properties of the system. In order to describe the canted state of
Fig. 3.8 we could insert an higher order anisotropy term in equation (3.8). In this way we
would describe the system in the framework of the phenomenological model that assume
the uniform magnetization of the film, as seen in section 3.1. Such a description would
be arbitrary since it is not based on a physical interpretation of the four-fold anisotropy.

In order to find an explanation for the canting reported in Fig. 3.8 we have to analyze
the magnetic microstructure at compensation, i.e., for ktot = 0. In Fig. 3.9 we plot the
projection to the normal of the magnetization as function of the position. The simulation
is performed for a sample with a unit cell of 5 nm in absence of external field. From the
figure it is evident that the magnetization is not uniform, but oscillates around 45◦. The
reason is that none of the two weighted anisotropies dominates and thus the magnetization
tends to follow the constriction of the alternating anisotropies. The angular gap ∆ϑ
increases with the size of the unit cell, since the exchange is a short range interaction.
The profile plotted in Fig. 3.9 is asymmetric. This reflects the different values of the
effective anisotropies in two successive stripes. In particular we notice that the deviation
from the average is larger in the region with in-plane anisotropy than in the region with
out-of-plane anisotropy, since the stripe is wider.
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Figure 3.8: Hysteresis loop at compensation, i.e., for ktot = 0. The external field is applied
at 45◦ to the normal. The shape of the loop indicate a four-fold anisotropy whose nature
is not of crystalline origin.

Figure 3.9: Magnetization profile versus the position inside a unit cell of 5 nm. The
oscillation shows up in the limit of ktot ≈ 0, when the assumption of uniform magnetization
breaks down. The angle ϑ0 at the border of two successive stripes slightly differs from the
minimum at 45◦ because the weighted anisotropies do not compensate perfectly.

According to Fig. 3.5, for ktot = 0 no angular dependence of the total energy is
expected in the limit of uniform magnetization. Does it hold for the case of non-uniform
magnetization? The answer is given in Fig. 3.10 where the total energy is plotted versus
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the average angle to the normal.

Figure 3.10: Angular dependence of the total energy for films non-uniformly magnetized.
The curve has a minimum at 45◦ that is the image of the four-fold anisotropy shown in
Fig. 3.8. The depth of the minimum is function of the width of the unit cell.

The total energy is a function of the angle θ0, i.e., the angle to the normal of the
magnetization obtained at the border of two successive stripes. The minimum is at 45◦

with respect to the normal. Therefore, a fourth order magnetic anisotropy due to the
microstructure shows up at compensation of the two weighted effective anisotropies. The
angular gap ∆ϑ versus θ0 is plotted in Fig. 3.11. The plot shows that the split between
neighbor magnetic moments is maximum at 45◦ with respect to the normal. Note that
the minimum of the total energy and the maximum of the angular gap ∆ϑ are at 45o.

In order to explain this finding we extend the model represented by equation (3.7) to
systems with non-uniform magnetization in the limit of λ ≈ L. In this case ∆ϑ � ϑ0

and the magnetization can be assumed constant inside each stripe. Therefore we can
describe the system by means of two split magnetic moments, see Fig. 3.12. In general
the deviation in the two stripes is not the same because the effective anisotropies are
not equal. In the stripe with out-of-plane anisotropy the magnetization rotates in the
direction to the normal of the quantity ∆ϑ1

2
. In the stripe with in-plane anisotropy it

rotates in the opposite direction of the angle ∆ϑ2

2
. The splitting decreases the anisotropy

energy and increases the exchange energy.
As a consequence equation (3.7) becomes:

f(θ) = ksh + Asin2(θ0 −
∆ϑ1

2
) + Bsin2(θ0 +

∆ϑ2

2
) (3.10)

In the limit of small deviations, i.e., ∆ϑ1,∆ϑ2 ≈ 0, equation (3.10) is:
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Figure 3.11: Split angle ∆ϑ as a function of the angle ϑ0 at the border of two successive
stripes. The plot refers to a unit cell of 10 nm. The gain in anisotropy energy, that is
maximum at 45◦, allows the splitting with consequent increasing of the exchange energy.

f(θ) ≈ ksh + (A + B)sin2θ0 +
B − A

2
∆ϑsin(2ϑ0) (3.11)

with ∆ϑ = ∆ϑ1

2
+ ∆ϑ2

2
. The second order anisotropy vanishes for A=-B, i.e., when the

weighted effective anisotropies balance. In this case equation (3.11) reduces to:

f(θ) ≈ ksh − A∆ϑsin(2ϑ0) (3.12)

This higher order anisotropy term has a minimum at 45◦ with respect to the normal and
it describes the four-fold anisotropy obtained in the simulation plotted in Fig. 3.10. The
angle ∆ϑ, that determines the depth of the minimum in Fig. 3.10, increases with the
width of the unit cell and it is a function of the exchange stiffness constant1.

The model based on two magnetic moments is useful to explain the minimum of the
total energy obtained for ϑo = 45◦ with respect to the normal. In fact, considering two
magnetic moments, the exchange energy is a function of the split angle ∆ϑ and not of
their orientation in the space. On the contrary the anisotropy energy is a function of ϑo

and therefore it determines the angular dependence of the total energy. In particular the
gain in anisotropy energy due to the splitting is maximum for ϑo = 45◦, as follows from the
slope of the sine in equation (3.10). As a consequence the minimum of the total energy
is obtained for ϑo = 45◦. In the description presented above the dipolar interaction

1A similar result can be obtained by following the fluctuation mechanism for biquadratic exchange
coupling in magnetic sandwiches studied by Slonczewski [24, 79, 80].
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Figure 3.12: Thin film with anisotropy alternatively in-plane (white stripe) and out-of-
plane (dark stripe). The magnetization is assumed to be constant inside each stripe. The
system is described by means of two magnetic moments that split by the angle ∆ϑ.

is included in the anisotropy energy. The correction due to the non-uniformity of the
magnetization, as introduced in section 2.3.1, are neglected. This assumption is the more
justified the smaller the modulation of the magnetization around ϑ0.

Summarizing, in this section we have studied the system with alternating anisotropies
in the limit of unit cell of the order of the magnetic characteristic length, i. e. L ≈ λ.
We have shown that the system can be modeled in the framework of the anisotropy-
type description. In particular if one of the two weighted effective anisotropies dominates
the system is described by means of a second order anisotropy in the limit of a film
uniformly magnetized. In the limit of balanced weighted anisotropies the microscopic
analysis shows a non-uniform magnetization that is the origin of the canted state. As a
consequence the system is described by means of a fourth order anisotropy due to the
magnetic microstructure.



Chapter 4

1-D model for systems with
modulated anisotropies

In this chapter we solve the micromagnetic problem associated with systems with spatially
varying magnetic anisotropies. The problem has already been addressed in chapter 3 in the
case of small width of the unit cell L in comparison with the magnetic characteristic length
λ, i.e., L� λ. Here the treatment is generalized to all scales of the system. In particular,
in the first part of the chapter we solve analytically the equation of Brown [14] for the
geometry considered. Therefore, in the framework of the anisotropy-type description, we
calculate the magnetic profile and the energies of the configuration. The comparison of
this solution with a magnetic profile obtained experimentally by means of SEMPA [11, 97],
MFM [10] or spin-polarized STM [12, 13, 98], gives a tool to find out the anisotropy
constants of the system. Moreover, once the total energy is known as a function of L
we have the necessary information to study the stability of the system when an external
field is applied.

In the second part of the chapter we compare the analytical solution obtained in the
framework of the anisotropy-type description with the numerical one that fully includes
the dipolar interaction. We study when this higher order description becomes important
as a function of the scale of the system, the effective anisotropy and the thickness of the
film.

4.1 Analytical solution

Often the solution of the micromagnetic equation of the free energy can be obtained
only numerically. This in mainly due to the difficulty to calculate the magnetostatic
energy. An exact analytical solution is possible just in a few cases. One of these is an
infinitely thin film with arbitrary magnetic moments distribution, if the divergence of the
magnetization vector M is equal to zero. In this case the magnetostatic energy becomes
part of the anisotropy energy, as described in chapter 2, and the minimization of the

43
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total free energy by means of the variational method, i.e., the solution of the equation of
Brown [14], leads to the magnetization distribution.

The anisotropy-type description is used in many geometries to calculate the total
energy of the system. The form of the micromagnetic equation is identical, but spe-
cific boundary conditions lead to different solutions. Some authors calculated the mag-
netization direction as function of the vertical depth for thin films of a single mate-
rial [23, 69, 99]. The problem for a triple-layer sandwich composed by a soft magnet of
finite thickness between two hard magnets of infinite thickness was solved by Leineweber
and Kronmüller [100]. A system of two films with different thickness, composition and
anisotropy easy axis was studied by Xiao Hu and Kawazoe [73]. The problem for thin films
with spatially varying magnetic anisotropies was addressed by Elmers [75]. The author
calculated the critical values of uniform and non-uniform magnetization using the Jacobi
criterion, but do not give the analytical solution to calculate profiles and energies of the
system. In our work we give the complete solution of the problem focusing in particular
on the scale dependence of the magnetic profiles and the energies.

4.1.1 Magnetic profiles

The geometry of our problem is recalled in Fig. 4.1. The unit cell is constituted by two
stripes of length L1 and L2, in general not equal. The effective anisotropy is respectively
out-of-plane and in-plane. Periodical boundary conditions are imposed to model the
infinite alternation of anisotropies. Since the geometry repeats along the x direction, the
magnetization must be symmetric with respect to the center of each stripe.

Figure 4.1: Unit cell for system with alternated uniaxial anisotropies. The effective
anisotropy is out-of-plane in the stripe of width L1 and in-plane in the stripe of width
L2.

Moreover, the magnetization rotates parallel to the stripe extension to avoid any
divergence of the magnetization vector M. In this way only the surface magnetic charges
contribute to the magnetostatic energy. The slab is sufficiently thin so that M is uniform
in the vertical direction. Therefore the geometry is one dimensional and the magnetization
varies only along x, i.e., M=M(x).

The free energy per unit area of the unit cell is given by [75, 100]:
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G(L1, L2) =
∫ 0

−L1
f1(x)dx +

∫ L2

0
f2(x)dx (4.1)

where the energy densities f1 and f2 are given by:

f1(x) = A1,ex

(
dθ

dx

)2

+ ksh + keff
1 sin2θ −L1 ≤ x ≤ 0 (4.2)

f2(x) = A2,ex

(
dθ

dx

)2

+ksh+keff
2 sin2θ 0 ≤ x ≤ L2 (4.3)

The first term of equations (4.2) and (4.3) is the exchange energy density, being A1,ex and
A2,ex the exchange stiffness constants. The remaining part is the sum of the magnetostatic

energy and of the anisotropy energy with ksh = 2πM2
s , keff

1 = k1−ksh > 0, that favors an
out-of-plane magnetization and keff

2 = k2−ksh < 0 that favors an in-plane magnetization.
Minimizing equation (4.1) we obtain the position dependence of θx. By applying the
variational method [101], see Appendix A, we obtain:(

dθ

dx

)2

=
sin2θ

λ2
1

+ c1 − L1 ≤ x ≤ 0 (4.4)

(
dθ

dx

)2

= −sin2θ

λ2
2

+ c2 0 ≤ x ≤ L2 (4.5)

with λ1 =
√

A1,ex

keff
1

and λ2 =
√
−A2,ex

keff
2

positive quantities, c1 and c2 constants to be deter-

mined. Since the structure is periodical along the x direction, the derivative of θ at the
center of the stripes must be zero, i.e., lim

x→ −L1
2

dθ
dx

= 0 and lim
x→ L2

2

dθ
dx

= 0. By using

these conditions we find the constants c1 and c2. In this way equations (4.4) and (4.5)
become: (

dθ

dx

)2

=
sin2θ − sin2θ−L1

2

λ2
1

− L1 ≤ x ≤ 0 (4.6)

(
dθ

dx

)2

=
sin2θL2

2
− sin2θ

λ2
2

0 ≤ x ≤ L2 (4.7)

Taking the square root and integrating along the x direction, equation (4.7) results:∫ θx

θ0

dθ√
1−msin2θ

=
x

λ2

√
m

(4.8)

where θ0, the angle to the normal of the magnetization at the border between two stripes,
is an unknown parameter and m = (sin2θL2

2

)−1. Since equation (4.8) is the difference
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between elliptical integrals of the first kind, see Appendix and citations [102, 103], we
obtain:

F (θx|m)− F (θ0|m) =
x

λ2

√
m

(4.9)

By means of the properties of the elliptical integrals, see Appendix, equation (4.9) trans-
forms in:

F (asin

 sinθx

sinθL2
2

 |sin2θL2
2

)− F (asin

 sinθ0

sinθL2
2

 |sin2θL2
2

) =
x

λ2

(4.10)

Equation (4.10) is valid for 0 ≤ x ≤ L2 and is symmetric with respect to the center of
the stripe, i. e. x = L2

2
. In the same way from equation (4.6) we obtain, see Appendix:

F (asin

 cosθx

cosθ−L1
2

 |cos2θ−L1
2

)− F (asin

 cosθ0

cosθ−L1
2

 |cos2θ−L1
2

) = − x

λ1

(4.11)

valid for −L1 ≤ x ≤ 0. To extract θx from equations (4.10) and (4.11) we use the following
condition of continuity of the derivatives, known as Weierstrass-Erdmann law [73]:

A1,ex

(
dθ

dx

)
x=−0

= A2,ex

(
dθ

dx

)
x=+0

(4.12)

By inserting equations (4.6) and (4.7) in equation (4.12), after some calculations we
obtain:

cos2θ−L1
2

= cos2θ0(1 + ξ)− ξcos2θL2
2

(4.13)

with ξ =
(

keff
2

keff
1

)2

. Equations (4.11), (4.10) and (4.13) constitute the system of equations

from which θx can be extracted.
To obtain θ0 we can proceed as follow. By inserting x = L2

2
and x = −L1

2
in equations

(4.10) and (4.11) we obtain:

θL2
2

= θL2
2

(θ0) (4.14)

θ−L1
2

= θ−L1
2

(θ0) (4.15)

The successive substitution of the relations (4.14) and (4.15) in equation (4.13) gives θ0.
Knowing θ0 it is easy to calculate θL2

2

and θ−L1
2

from (4.14) and (4.15) and finally θx from

equations (4.10) and (4.11) respectively for 0 ≤ x ≤ L2 and −L1 ≤ x ≤ 0.
Now we analyze the main features of the magnetic profiles with an example. We

consider a system whose unit cell has width L. The easy axis of the effective anisotropy
is out-of-plane and in-plane in the stripes of length L1 and L2 respectively. The ratio
between L1 and L is R = 0.4. The values of the effective anisotropy and of the exchange
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stiffness constant are the same in both the stripes, i.e., keff
1 = keff

2 = 1 · 107 erg
cm3 and

A1 = A2 = 1 · 10−6 erg
cm

. In Fig. 4.2 θx is plotted for a value of the width of the unit cell
L = 15 nm. Note that since L1 6= L2 the angular dependence of the magnetization is
asymmetric with respect to the center of the unit cell. Therefore the weighted effective
anisotropies are not balanced and we expect an angle θ0 6= 45◦ at the border between two
successive stripes. In particular in the example θ0 > 45◦ because L2 > L1.
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Figure 4.2: Angle to the normal θx for a system with λ1 = λ2. Since L2 > L1, θ0 > 45◦ and
the magnetic profile is asymmetric with respect to center of the unit cell. The accordance
between simulation and analytics shows that equations (4.10) and (4.11) are correct in the
limit of anisotropy-type description.

Note that in the experiments we should find mostly asymmetric profiles, because
in general the weighted anisotropies do not balance. In order to test the analytically
calculated profile we performed a numerical simulation [37] assuming the anisotropy-
type description, i.e., the magnetostatic energy has the same form of the anisotropy.
Technically this condition is obtained by considering the saturation magnetization Ms = 0
and assuming the anisotropy to be a constant equal to the effective anisotropy. Fig. 4.2
shows a perfect agreement between the two calculated magnetic profiles.

Figure 4.2 refers to a specific value of the unit cell: L = 15 nm. To prove the general
validity of the analytical solution we have calculated the magnetic profile by varying the
width of the unit cell and keeping the value of R = 0.4. In particular we have determined



48 Chapter 4. 1-D model

the angles to the normal at the center of the two stripes, i. e. θL1
2

and θL2
2

, and at the

border between them, i.e., θ0 as a function of the width of the unit cell. The result of this
calculation is shown in Fig. 4.3 where the values obtained numerically and analytically
are compared showing an excellent agreement.

Figure 4.3: Angle to the normal vs. width of the unit cell. The dots and the lines are
respectively the numerical and the analytical values. θ−L1

2

and θL2
2

are the angles to the

normal at the center of the stripes of width L1 and L2; θ0 is located at the center of the unit
cell. The ratio R = 0.4 is the same for all the values of the unit cell. Since L2 > L1, the
in-plane component dominates for L < 10 nm and the film results uniformly magnetized.

For L = 45 nm the unit cell is sufficiently wide to permit the magnetization to follow
the constriction of the anisotropy. As a consequence at the center of the stripes the
magnetization is parallel to the axis of the uniaxial anisotropy. In this way it results
θL1

2

≈ 0◦ and θL2
2

≈ 90◦. For the symmetry reasons the angle at the center of the unit cell

is θ0 = 45◦. Shrinking the width of the system the relative importance of the exchange
energy increases and therefore the amplitude of the modulation of the magnetization
reduces, as can be seen from the difference ∆θ = θL2

2

−θ−L1
2

. Since L2 > L1, the weighted

effective anisotropies are not balanced and the angle θ0 tends to rotate in-plane with the
reduction of L. θ−L1

2

(L) behaves similarly. The behavior of the two curves with respect to

the width of the unit cell is monotonic, while θL2
2

(L) has a minimum around L = 15 nm.

The existence of the minimum shows that there are two factors determining the direction
of the magnetization. One is the exchange energy that tries to reduce ∆θ and the other is
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the unbalance of the weighted effective anisotropies that tends to rotate the magnetization
into the plane.

It is important to notice that for L ≈ λ (λ ≈ 3nm) the magnetization is uniform and
for L � λ it is non-uniform(see Fig. 4.3). Therefore we may deduce that not only the
relative weight of the two effective anisotropies can induce a transition between uniform
and non-uniform magnetization as seen in chapter 3, but also the scale of the system.
In chapter 5 we will study the spin reorientation transition in systems with modulated
anisotropy as a function of the coverage ϕ and of the density of stripes ρ. We will see that
the reorientation transition is driven by the coverage variation and that its sharpness, i.e.,
the coverage interval necessary to the magnetization to reorient, is a function of the scale
of the system.

4.1.2 Energies

In this subsection, using the analytical expressions obtained in the last section, we cal-
culate the energies of the system as a function of the width of the unit cell. The main
goal is to give a formula useful to predict the stability of thin films with spatially varying
magnetic anisotropies.

Exchange energy
The exchange energy per unit volume is given by:

fex =
2

L
A1,ex

∫ 0

−L1
2

(
dθ

dx

)2

dx +
2

L
A2,ex

∫ L2
2

0

(
dθ

dx

)2

dx (4.16)

where in general the constants A1,ex and A2,ex are not equal. After integration, see Ap-
pendix, equation (4.16) transforms in:

fex =
2A1,ex

λ1L
(∆E(φ1|m1)− (1−m1)

L1

2λ1

) +
2A2,ex

λ2L
(∆E(φ2|m2)− (1−m2)

L2

2λ2

) (4.17)

with ∆E(φ1|m1) = E(φ−L1
2

|m1)−E(φ0|m1), ∆E(φ2|m2) = E(φL2
2

|m2)−E(φ0|m2), m1 =

cos2θ−L1
2

and m2 = sin2θL2
2

. A compact form of equation (4.17) is obtained when A1,ex =

A2,ex = Aex, L1 = L2 = L
2

and λ1 = λ2 = λ:

fex =
4Aex

λL
(E(φL

4
|m)− E(φ0|m)− (1−m)

L

4λ
) (4.18)

In the derivation of equation (4.18) also the condition of symmetry θ−L1
2

+ θL2
2

= π
2
,

that leads to m1 = m2 = m and φ−L1
2

= φL2
2

= φL
4

has been used. This condition is valid

if the weighted effective anisotropies balance. Note that the ratios L1

λ1
, L2

λ2
and L

λ
can be

written as difference of elliptical integrals of the first kind, see eq. (A.15) in Appendix,
and therefore equations (4.17) and (4.18) become a difference between elliptical integrals
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of the second and first kind. In Fig. 4.4 the exchange energy density is plotted as a
function of L, width of the unit cell. The system considered is Ni on Cu(110) partially
covered by H2. The film of Ni on Cu(110) with a thickness below 10ML is in-plane
magnetized [62]. Adsorption of H2 changes the surface anisotropy [120] so that an out-
of-plane magnetization becomes favorable. Here we choose to study this system because
of its potential suitability to experimental studies. In fact, by ion beam irradiation [130]
it is possible to remove H2 and it is easy to prepare films with spatially varying magnetic
anisotropies.

Figure 4.4: Exchange energy density vs. L, width of the unit cell. The curve refers to
the system Ni on Cu(110) partially covered by H2 after adsorption. The dots are the
simulation, the curve is the analytical equation (4.18). The initial increasing, detailed
in the inset, is due to the split of neighbor magnetic moments. The process ends if the
geometry does not constrain any more the magnetic structure. A further increase of L does
not change the angular difference between successive magnetic moments and the exchange
energy density decreases with power law L−1.

The sum of the interface and the surface anisotropy is ks+i,Ni = −0.611 erg
cm2 for Ni on

Cu(110) and ks+i,H2 = −0.396 erg
cm2 when H2 is adsorbated. Considering that the value of

the volume anisotropy is kv = 0.439 · 107 erg
cm3 and the shape anisotropy is ksh = 1.098 · 106

erg
cm3 , for a thickness of 9ML we have: keff

H2
= −keff

Ni = 0.702 · 106 erg
cm3 . By means of

equation (4.18) we can study the exchange energy as a function of the width of the unit
cell. As shown in chapter 3 the angle dθ between neighbor stripes increases with L. As
a consequence also the exchange energy increases since it is proportional to the square of
the derivative of the angle to the normal, i.e., fex ∝ ( dθ

dx
)2. If L is wide enough so that

the magnetic structure is free from geometrical constrictions, any further increase of the
width of the unit cell does not increase the exchange energy. Therefore, having reached a
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maximum, the exchange energy density decreases with power law L−1.
Anisotropy energy
In the anisotropy-type description the influence of the stray field is not fully considered.

Therefore the sum of the magnetostatic energy and of the anisotropy energy is given by:

fms + fan = ksh +
2

L
keff

1

∫ 0

−L1
2

sin2θxdx +
2

L
keff

2

∫ L2
2

0
sin2θxdx (4.19)

where ksh = 2πM2
s , keff

1 = k1 − ksh and keff
2 = k2 − ksh. The magnetostatic energy and

the anisotropy energy favor respectively an in-plane and an out-of-plane magnetization.
After integration, see Appendix, equation (4.19) becomes:

fms + fan = ksh +
2keff

1 λ1

L
∆E(φ1|m1)−

2keff
2 λ2

L
∆E(φ2|m2) +

L2k
eff
2

L
(4.20)

When the effective anisotropies balance, the equation (4.20) transforms in:

fms + fan =
ksh + k2

2
+

4keff
1 λ1

L
(E(φL

4
|m)− E(φ0|m)) (4.21)

Figure 4.5: Effective anisotropy energy vs. L, width of the unit cell. The curve refers
to the system Ni on Cu(110) partially covered by H2. The maximum value is obtained
for L → 0 when the magnetization is uniform at 45◦ with respect to the normal. The
minimum is reached for large width of the unit cell when the magnetization alternates
from in-plane to out-of-plane in successive stripes.

Equation (4.21) as a function of L is plotted in Fig. 4.5 in the case of Ni on Cu(110)
partially covered by H2. The second term equation (4.21) is a positive number that reduces
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with L increasing. In the limit of large unit cell the magnetization in successive stripes al-
ternates between in-plane and out-of-plane directions. Therefore, since L1 = L2 = L

2
, the

magnetostatic energy density is half of the value obtained for a film magnetized uniformly
out-of-plane, i.e., fms = ksh

2
because the magnetic surface charges are only present in the

stripes with out-of-plane anisotropy. Similarly the anisotropy energy density due to the
contribution inside the stripes of Ni, which are in-plane magnetized, is fan = kNi

2
= k2

2
.

In the limit of vanishing width of the unit cell, the magnetization is uniform at 45◦ with re-
spect to the normal. As a consequence the integrand function contained in equation (4.19)
is constant and the integration is straightforward. Considered that keff

1 = −keff
2 , it fol-

lows fms + fan = ksh. In this way we find that in the limit of small unit cell, i.e., for
L → 0, the effective anisotropy energy is equal to the magnetostatic energy of a film
uniformly magnetized out-of-plane. It is interesting to notice that the derivative of the
anisotropy energy changes sign for L ≈ 50 nm. The same behavior is found in the plot
of the exchange energy, see inset of Fig. 4.4. The existence of the point of inflection is an
image of two competing factors that contribute to the variation of the energy as a function
of L. For L < 50 nm the dependence of the fine structure, represented by the elliptical
integrals, dominates the energy variation; for L > 50 nm the geometrical scale factor 1

L

becomes dominant since the magnetization is almost free from the geometric constriction.

Total energy density

The total energy is a function of L and its general form is given by the sum of equations
(4.17) and (4.20).

Figure 4.6: Energy gain due to the modulation of the anisotropy vs. L, width of the unit
cell. For L < 50 nm the finite structure determines the energy increasing. For L > 50
nm the geometrical factor 1

L
dominates and the energy tends asymptotically to the value

−keff
1

2
, see equation (4.23)
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The gain in energy due to a modulated microstructure that forms for L 6= 0:

∆ft(L) = funif
t − fmod

t (L) (4.22)

with fmod
t (L) = fex(L) + fms(L) + fan(L). The value of funif

t is function of the weighted
effective anisotropies. If L1k

eff
1 > L2k

eff
2 the out-of-plane anisotropy dominates and

funif
t = ksh. If L1k

eff
1 < L2k

eff
2 the in-plane anisotropy dominates and funif

t = k1 + k2.
If the effective anisotropies balance, i.e., L1k

eff
1 = L2k

eff
2 , the magnetization tilts at

45◦ for L→ 0 and funif
t = ksh, as seen above. In this case equation (4.22) becomes:

∆ft(L) = −keff
1

2
+

(1−m)Aex

λ2
− 4

L
(keff

1 λ +
Aex

λ
)(E(φL

4
|m)− E(φ0|m)) (4.23)

Equation (4.23) is plotted as a function of L in Fig. 4.6 in the case of Ni on Cu(110)
partially covered by H2. The energy gap is function of L, width of the unit cell. Compar-
ison between Figures 4.4 and 4.5 shows that the anisotropy energy is at least one order
of magnitude bigger than the exchange energy and therefore dominates the behavior of
∆ft(L).

The energy gain ∆ft(L) can be regarded as an anisotropy energy. Like in systems
with uniaxial anisotropy the thermal stability of a particle of volume V is measured by
V ∆ft(L). If this activation energy is overcome by the thermal energy kBT , the easy axis
of the particle is undefined and the system in the superparamagnetic phase.

4.2 Role of the dipolar interaction

In this section we study the modifications of the energy and of the shape of the mag-
netic profiles induced by the dipolar interaction. The alternated anisotropies generate
a modulation of the magnetization and thus of the surface charge density. The stripes
with out-of-plane anisotropy have an higher average value of the surface charge density,
defined as σ = n ·M. The stray field generated by these charges is higher than the one
generated by the charges placed in the stripes with in-plane anisotropy. As a consequence
the torque due to the stray field causes a rotation of the magnetic moments inside the
stripe with in-plane anisotropy while inside the stripes with out-of-plane anisotropy it
is negligible. Such a situation is plotted in Fig. 4.7 for a film of 4ML of Co grown on
Pd(111) and partially covered by Pd so that keff

Pd = −keff
Co = 0.48 · 107 erg

cm3 . The width
of the unit cell is L = 36 nm and the magnetic characteristic length is λ = 5.68 nm. It
has to be noticed that as a consequence of the rotation the magnetostatic energy reduces,
while the anisotropy energy increases since the crystalline anisotropy points out-of-plane.
Therefore the variation of the total energy is negligible, while the variation of the magne-
tostatic energy can be larger than 10%. The rotation is a function of: 1) the scale of the
system, 2) the value of the effective anisotropy and 3) the thickness of the film. In the
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Figure 4.7: Modification of the magnetic profile due to the influence of the stray field. The
solid line is obtained considering the total dipolar interaction. The dotted line is the result
of the anisotropy-type description. The curves differ in the region with in-plane anisotropy
where the magnetic moments rotate because of the stray field. The angular difference ∆θ
in L2

2
is function of the hardness of the material.

following we study separately these three contributions although in real films they can
mix one another.

Influence of the scale of the system

If the material parameters are fixed, the modification of the magnetic profiles is a
function of the width of the unit cells. In Fig. 4.8 the variation of the magnetostatic
energy is plotted versus L for the system mentioned above.

The straight line represents the value of the magnetostatic energy for films uniformly
magnetized at 45◦ with respect to the normal. In this case the stray field does not
modify the magnetic profile and the system is correctly described by means of the effective
anisotropies. This value is obtained in the limit of very small or large unit cell, i.e., L→ 0
or L → ∞. If the width of the unit cell is comparable or smaller than the magnetic
characteristic length, i.e., L ≤ λ, the exchange interaction is strong enough to keep the
magnetization almost parallel. In this case the influence of the stray field is negligible and
the magnetostatic energy has the same value as for a film uniformly magnetized at 45◦

with respect to the normal. For bigger unit cells the magnetization profile start to follow
the constrictions of the magnetic anisotropy and the stray field can induce the rotation
of the magnetic moments. As a consequence the magnetostatic energy decreases with L.
The minimum is reached for L=40 nm (see Fig. 4.8) when the magnetic microstructure
is fully developed. For L > 40 nm the effect of the rotation decays with power law ∼ − 1

L
,

like the magnetic potential.

Dependence on the effective anisotropy



4.2 Role of the dipolar interaction 55

0 50 100 150 200 250 300 350 400 
0.615 

0.620 

0.625 

0.630 

0.635 

0.640 

0.645 

0.650 

0.655 

1/L ~ 

  

  

L(nm) 

ma
gn

eto
sta

tic
 en

erg
y (

erg
/cm

 )3

Figure 4.8: Variation of the magnetostatic energy versus the width of the unit cell. In the
presence of the stray field the direction of the magnetization rotates and the magnetostatic
energy deviates from the value obtained in the anisotropy-type description.

In this section we study the effect of the dipolar interaction on the magnetic mi-
crostructure as function of the effective anisotropy.

First we show that the hardness of the material is a function of the scale of the
system. Let us define two magnetization profiles as equivalent if their shape is the same
after re-scaling of the width of the unit cell. The re-scaling is performed as follows:
given a certain magnetization profile we change the effective anisotropy and thus the

magnetic characteristic length, i.e., λ =
√

A
keff . As a consequence the system reaches a

new equilibrium with a new shape of the magnetization profile. Then we vary L until the
the original shape of the profile is recovered. The result of the re-scaling is reported in
the inset of Fig. 4.9 and shows that it is sufficient to keep the ratio L

λ
constant to have

the same shape of the magnetization profile. The total energy of the system is a function
of the effective anisotropy and therefore of the width of the unit cell through the ratio L

λ
.

The depth of the minimum of the total energy, i.e., ∆ft(L, λ), is calculated with equation
(4.23) and is plotted in Fig. 4.9. This quantity measures the hardness of the material,
i.e., the smaller ∆ft(L, λ) is the softer is the system. Therefore we find (see Fig. 4.9) that
the smaller L is, the harder is the material. Note that this dependency on L is opposite
to the one shown in Fig. 4.6 where the effective anisotropy is kept constant.

So far the influence of the stray field has been neglected. The scaling law shown in
the inset of Fig. 4.9 results from the analytical solution based on the anysotropy-type
description. The influence of the dipolar interaction on the shape of magnetic profile can
be measured by means of the variation of the magnetization direction ∆θ at the center
of the stripe with in-plane anisotropy. The variation is the bigger the smaller keff is, i.e.,
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Figure 4.9: Hardness of the material, represented by the depth of the minimum of the total
energy ∆gt(L, λ), vs. L, width of the unit cell. The curve results from the comparison
of magnetic profiles of the same shape obtained for different scales of the system. The
inset shows the values of L and λ that correspond to the same magnetic profile. The
two quantities are proportional. Note that the plots are obtained varying the effective
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Figure 4.10: Variation of the magnetostatic energy versus width of the unit cell. In the
inset the change in magnetization direction due to the dipolar interaction is plottes as a
function of the effective anisotropy. From the plots we see that the softer the material is,
the stronger is the effect of the dipolar interaction.
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the softer the material is (see inset of Fig. 4.10). This behaviour is due to the stray field
created by the surface charges in the stripes with out-of-plane anisotropy. In particular,
the softer the material is, the stronger the effect of the stray field is. The variation of
the magnetostatic energy versus the the width of the unit cell is plotted in Fig. 4.10. In
general the effect of the stray field is to rotate the magnetization in-plane and thus to
decrease the magnetostatic energy. In particular the effect of the stray field is to increase
linearly the variation of the magnetostatic energy as function of the width of the unit cell.

Dependence on the thickness

The modification of the magnetic profiles is also a function of the film thickness. This
is a consequence of the thickness dependence of the magnetostatic energy for films with
perpendicular uniaxial anisotropy which we studied in section 2.3.1. For ultrathin films,
i.e., t ≈ 0, the effect of the non-local part of the magnetostatic energy is negligible and
we do not expect any variation of the magnetization. For thicker films the stray field is
strong enough to modify the magnetic profile. Here we study the thickness dependence
for different hardness of the material.

Figure 4.11: Variation of the magnetostatic energy versus t, thickness of the film. ∆fms

compares the values obtained in the anisotropy-type description with the those of the total
dipolar interaction description. The gap increases with the thickness since the effect of the
stray field becomes stronger. Besides, the softer the material is, the stronger this effect is
and the steeper the linear dependence of the magnetostatic energy is.

We compare two systems with unit cell respectively L = 14 nm and L = 28 nm. The
corresponding effective anisotropies are keff

Pd = −keff
Co = 1.922·107 erg

cm3 and keff
Pd = −keff

Co =
0.656 · 107 erg

cm3 . With these parameters the shape of the magnetization profiles scales in
the way plotted in the inset of Fig. 4.9. The energy of the magnetization profiles are a
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function of the two effective anisotropies and of the thickness of the slab. In Fig. 4.11 is
plotted the thickness dependence on the variation of the magnetostatic energy, indicated
with ∆fms, when the dipolar interaction is fully taken into account.

The variation of the magnetostatic energy growths linearly with the thickness and it
increases with the softness of the material. Note that in reality the crystalline anisotropy
is not constant but it is function of the thickness. Therefore the analysis performed is
valid only in first approximation since in real systems the thickness dependence of the
magnetosatic energy is in general not linear (see section 2.3.1).



Chapter 5

Engineered magnetic domains

5.1 Alternating in/out-of-plane patterned domains

From chapter 2 it comes out clearly that the driving force for the formation of a multi-
domain configuration in systems with perpendicular uniaxial anisotropy is the dipolar
interaction. Now we study the class of magnetic systems with spatially alternating uni-
axial anisotropy. In chapters 3 and 4 we showed that it is possible to obtain states with
non-uniform magnetization even neglecting the correction due to the stray field. The an-
gle to the normal of the magnetization was always modulating between 0 ≤ θ ≤ 90◦. So
far other possible orientations of the magnetization have been ignored. If the amplitude of
the modulation is sufficiently large a Bloch wall (0 ≤ θ ≤ 180◦) or a spiral configuration
(0 ≤ θ ≤ 360◦) may form. In this section we compare the magnetic profiles and the
energies of various configurations as a function of the geometry of the system.

5.1.1 Tailoring the anisotropy and modifying the magnetic pro-
files

The magnetization of ultrathin films with easy axis perpendicular to the surface is uniform
[21, 22]. In order to obtain magnetic domains we can reduce the wall energy by tuning
the out-of-plane uniaxial anisotropy in a region L2 around the wall. In this way, after
relaxation, the system reaches a new minimum with an energy comparable with the one
of a single domain state.

Let us consider an infinite film with thickness t crossed by an infinitely long stripe of
width L2, see Fig. 5.1. In this region the value of the perpendicular uniaxial anisotropy
is smaller than the value of the shape anisotropy and the effective anisotropy favors an
in-plane magnetization, i.e., keff,2 < 0 and Q2 < 1. In the rest of the film the uniaxial
magnetocrystalline anisotropy dominates and the effective anisotropy points out-of-plane,
i.e., keff,1 > 0 and Q1 > 1.

Since the stripe is infinitely long and the film is thin the orientation of the magneti-
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Figure 5.1: Film of thickness t crossed by an infinitely long stripe of width L2. Within
the stripe Q2 < 1 and the effective anisotropy lies in-plane. In the rest of the film it lies
out-of-plane, i.e., Q1 > 1.

zation is constant along the axis y and z and it varies only along the x direction.

Figure 5.2: Magnetization profiles for a film with thickness equal to 0.3 nm, crossed by
an infinite long stripe of width L2 = 10 nm. Since L2 ' 1.5 · λ the magnetization of the
single domain tends to rotate in-plane in the region of the stripe.

Besides, the divergence of the magnetization is minimized when the magnetic moments
lie along the stripe, so that the angle to the normal is sufficient to fully describe the
orientation of the magnetization. Therefore, the problem is one-dimensional and it is
solved when the angle to the normal of the magnetization θ is known as a function of the
position x on the sample.

The numerical magnetization profiles obtained for three different values of L2 are
plotted in Fig. 5.2 and 5.3. The region with out-of-plane anisotropy is shaded in grey.
In each figure we plot three profiles: a Bloch wall and two magnetic states found after
relaxation. The Bloch wall, obtained for L2 = 0, is drawn as a reference in order to study
the effect of the presence of the in-plane anisotropy. This effect shows up in the modified
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Bloch wall state, where the magnetization rotates from out-of-plane to in-plane within the
central stripe and rotates further to the opposite direction in the other side of the stripe.
The shape of the profile is a function of L2. Similarly, the single domain state is affected
by the presence of the in-plane anisotropy, as shown by the modified single domain state.
Here the magnetization rotates in-plane in the central stripe but rotates back to the same
orientation on the other side. The total energy of the system as a function of L2 can
be calculated in the framework of the anisotropy-type description. The result is plotted
in Fig. 5.4. If the dipolar interaction is fully considered the energy slightly changes, as
shown in Fig. 5.5.

Figure 5.3: Magnetization profiles for L2 = 20 nm and L2 = 50 nm.

Now we analyze in more detail the total energy and the shape of the magnetization
profiles as a function of L2. For L2 = 0 the single domain state is the lowest in energy, as
shown in Fig. 5.4. In general, in order to obtain an in-plane effective anisotropy, the value
of the uniaxial out-of-plane anisotropy has to be reduced below the value of the shape
anisotropy. As a consequence the magnetic anisotropy in the region L2 is smaller than in
the rest of the film. Since the Bloch wall is centered in this region, the wall energy and
thus the total energy of the system decrease with L2, as shown in Fig. 5.4.

The black squares in Fig. 5.4 show that the total energy of the single domain state
remains constant until L2 exceeds a certain critical value when the exchange energy does
not keep all the magnetic moments parallel. This case is represented by the dashed line
in Fig. 5.2, where some spins of the single domain state rotate into the plane direction
in order to minimize the effective anisotropy energy. In Fig. 5.2 the region with in-plane
anisotropy is close to the magnetic characteristic length, 1.5 ·λ ' L2 = 10 nm. The shape
of the modified Bloch wall and of the modified single domain change with L2 increasing,
as shown in the sequence of Fig. 5.3. If the width of the in-plane region is much larger
than the characteristic length, λ � L2 = 50 nm, the magnetization of both states lies
in-plane at the centre of the stripe. As a consequence regions with in-plane magnetization
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alternate with regions with out-of-plane magnetization forming a domain pattern. Fig. 5.4
shows that in this case (coverage=0.3125) the total energy of the two states is identical
in the anisotropy-type description. Although the magnetic profiles differ with respect to
θ = 90◦, the exchange and anisotropy energy remain invariant.

Figure 5.4: Total energy, normalized to the value of the single domain state, versus cov-
erage. The plot is obtained in the anisotropy-type approximation. With L2 increasing,
the Bloch wall state modifies its shape while its total energy decreases following the trend
of the anisotropy energy. The total energy of the single domain state is constant until a
critical value of L2 is reached, when the spins starts to rotate into the plane and the total
energy starts to decrease.

Until now we have seen that if a stripe with in-plane anisotropy is considered, the
energies of the modified Bloch wall and of the modified single domain become comparable.
Besides, a patterned domain configuration forms for L2 � λ. These results are valid in
the framework of the anisotropy-type description. As already explained in the previous
chapters, the influence of the stray field in ultrathin films is negligible. Nevertheless
the role of the correction to the magnetostatic energy becomes decisive when magnetic
configurations with similar energies are compared, like in the case of the modified Bloch
wall and the modified single domain states. The correction to the magnetostatic energy
lowers the total energy of both the states. The change in total energy of the modified
Bloch wall is shown in Fig. 5.5. For L2 � λ the correction reduces the energy gap
between the two states, but the modified single domain state remains the lowest in energy.
For L2 � λ the energy values of the two states are so close that the correction to the
magnetostatic energy makes the modified Bloch wall state the lowest in energy, see inset
of Fig. 5.5. Therefore a transition between the two states due to the stray field takes
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place with increasing L2. Note that in Fig. 5.5 the transition is visible only for one value
of L2, zoomed in the inset. In fact, for larger values of L2 the stray field reduces and
the transition is not possible. It has to be noticed that in the example considered the
thickness of the slab is only 1 ML and the energy gap at the transition is minimal. In
general since the stray field is a function of the thickness of the film (see eq. (2.14)) a
thickness dependence of the energy gap between the two states can be expected.

Figure 5.5: Total energy, normalized to the value of the single domain state, versus L2,
width of the in-plane region. The dipolar interaction is totally considered in the dots. The
effect of the magnetic field arising from the Bloch wall is evident by comparing squares
and empty dots. As clear from the inset, we can see that the correction to the dipolar
interaction is the driving force which cause the Bloch wall state to be of lower energy.

5.1.2 Types of multi-domain states

In this section we extend the analysis to a thin film crossed by an infinite number of
stripes. In particular we analyze the possible magnetic configurations as function of the
width of the unit cell.

In Fig. 5.6 we sketch the four possible states for systems with infinitely long stripes
with alternating anisotropies. The arrows represent the direction of the magnetization
in sufficiently large stripes. The state ’↑→↑→’, that we have analyzed in the last two
chapters, is the energy minimum for small width of the unit cell, as we will see. The state
’↑→↑←’ differs at the center of the stripe of width L1 where for symmetry reasons the
magnetization is always out-of-plane. The state ’↑→↓→’ is similar, but it has the symme-
try point at the center of the stripe with in-plane anisotropy. Finally the magnetization
of the state ’↑→↓←’ rotates in the yz plane forming a spiral along the x direction.
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Figure 5.6: Multi-domain states for systems with alternating effective anisotropy. The
arrows represent the direction of the magnetization for sufficiently wide stripes. Periodic
boundaries are imposed in the x and y directions.

The energy minimum is a function of the width of the unit cell. In general the ex-
change energy dominates for small scales of the system, i.e., L � λ, while the dipolar
interaction determines the minimum for large scales of the system, i.e., L� λ. This can
be proven by calculating numerically the energies of an arbitrary system with alternat-
ing effective anisotropies keff

1 = −keff
2 = 0.39 · 107 erg/cm3, saturation magnetization

Ms = 1440 emu/cm3 and thickness t = 1 ML.

First we consider a system with unit cell L = 40 nm. In this case L > λ = 5 nm. The
magnetic profiles of the four states are plotted in Fig. 5.7; the corresponding energies are
given in Tab. 5.1. The state ’↑→↑→’ is the energy minimum because of the absence of
symmetry points (circles in Fig. 5.7) that force the magnetization to cross the center of
the stripes increasing the value of the exchange energy. The reason is that the average
angle between successive magnetic stripes enlarges. From Fig. 5.7 and Tab. 5.1 we notice
that the higher the number of these symmetry points is, the higher is the value of the
exchange energy. The main difference between the magnetic profiles of the states ’↑→↑→’
and ’↑→↑←’ is located inside the stripe with perpendicular magnetic anisotropy, see
Fig. 5.7. Note that the higher value of exchange energy of the state ’↑→↑←’ is partially
compensated by the lower effective anisotropy energy. A similar analysis can be performed
for the states ’↑→↓→’ and ’↑→↓←’. So far the comparison between states has shown
that the state of lowest energy is determined by the exchange energy. The role of the
stray field could become determinant when we compare states with opposite out-of-plane
magnetization, like ’↑→↑→’ and ’↑→↓→’. The values of the energies calculated for these
two states show that the correction due to the stray field is not important and the state
’↑→↑→’ is still the lowest in energy. This analysis is performed for L = 40 nm, but it is
also valid for smaller values of L. In fact shrinking L the weight of the exchange energy
increases because the angle between neighbor magnetic moments enlarges.
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Figure 5.7: Magnetization profiles of the states sketched in Fig. 5.6 for L = 40 nm. With
the circle are marked some points of symmetry in which the angle of the magnetization to
the normal is either θ = 0◦, θ = 90◦ or θ = 180◦.

state etot eex ean ems

↑→↑→ 0.947 0.034 0.419 0.494
↑→↑← 0.956 0.05 0.323 0.583
↑→↓→ 0.952 0.05 0.487 0.416
↑→↓← 0.963 0.077 0.324 0.583

Table 5.1: Energies of the multi-domain states normalized to the total energy of the single
domain magnetized out-of-plane. The values refer to the magnetization profiles plotted in
Fig. 5.7 for L = 40 nm.

Now we extend our analysis to systems with larger values of the unit cell, i.e., for
L � λ. In Fig. 5.8 we plot the magnetic profiles calculated for L = 80 nm. The
corresponding energies are given in Tab. 5.2. For this value of the unit cell the magnetic
microstructure is not significantly constrained by the width of the stripes and the total
energy of the four states is similar. The configurations of lowest energy are those with
successive out-of-plane stripes opposite magnetized (’↑→↓→’ and ’↑→↓←’). Therefore,
by increasing the width of the unit cell, the state of lowest energy change from ’↑→↑→’
to ’↑→↓→’. In the following we show that the stray field energy determines the state of
lowest energy. Let us consider the states ’↑→↑←’ and ’↑→↓←’ (a similar analysis can
be performed for the states ’↑→↑→’ and ’↑→↓→’). In Tab. 5.3 we report the energies
obtained in the anisotropy-type description (’↑→↑←*’ and ’↑→↓←*’) and in the fully
dipolar description (’↑→↑←’ and ’↑→↓←’).

In the first case the stray field is included in the anisotropy energy and the lowest
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state etot eex ean ems

↑→↑→ 0.9007 0.0261 0.3789 0.4957
↑→↑← 0.901 0.0269 0.3754 0.4987
↑→↓→ 0.8995 0.0265 0.3777 0.4953
↑→↓← 0.8999 0.0275 0.3743 0.4981

Table 5.2: Normalized energies of the multi-domain plotted in Fig. 5.8 for L = 80 nm.

Figure 5.8: Magnetization profiles for L = 80 nm.

state in energy is ’↑→↑←*’. Therefore, if the stray field is not fully considered, the lowest
state in energy is the one with successive out-of-plane stripes parallel magnetized. In the
second case the stray field is fully taken into account and the lowest state in energy is
’↑→↓←’. Therefore, for L � λ, the lowest state in energy is determined by the stray
field energy.

state etot eex ean ems

↑→↑← ∗ 0.9031 0.0269 0.3754 0.5008
↑→↓← ∗ 0.9034 0.0275 0.3743 0.5016
↑→↑← 0.901 0.0269 0.3754 0.4987
↑→↓← 0.8999 0.0275 0.3743 0.4981

Table 5.3: Normalized energies in the anisotropy-type description and in the fully dipolar
interaction description for L = 80 nm.
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5.1.3 Diagram of the states for films with modulated anisotropies

We have seen that films with modulated anisotropies present different types of magnetic
configurations as a function of the intrinsic and the extrinsic parameters. If the width
of the unit cell is much smaller than the magnetic characteristic length, i.e., L � λ, the
magnetization is either uniform or canted, see chapter 3. If the width of the unit cell
is larger than the magnetic characteristic length, i.e., L > λ, various magnetic configu-
rations are energetically comparable and a pattern domain configuration can form, see
section 5.1.2. In particular if L� λ the lowest state in energy is a pattern domain with
alternating magnetization in the regions with out-of-plane anisotropy.

In this section we draw a diagram of the states obtained as a function of the ratios L1

λ1

and L2

λ2
. As we will see, the invariance of these quantities represent a necessary condition

to be fulfilled in order to have a scale invariance of the problem. Now we describe the
different regions of the diagram 5.9. It is divided in four regions. Inside region 1 the
film is magnetized uniformly out-of-plane. This happens if L2 is too narrow to allow a
rotation of the magnetization. Similarly, inside region 2 the film is magnetized uniformly
in-plane. The dashed lines divide regions 1 and 2 from region 3 where the magnetization
is non-uniform. Elmers calculated these lines of transition using the Jacobi criterion [75].
The analytical solution given in chapter 4 permits to calculate these lines as well. In
fact the equations (4.11), (4.10) and (4.13) give the magnetization profile for each set of
the parameters of the system and therefore allow to study the transition (see Fig. 4.3).
Note that the regions of uniform magnetization 1 and 2 progressively reduce with L1

λ1

and L2

λ2
. If for example we are in region 2 by decreasing the ratio L2

λ2
we reach a critical

point where the width L2 is too narrow to keep the system magnetized in-plane. The
other transition to be analyzed is the one between regions 3 and 4. The border line
between these two regions cannot be predicted by the analytical solution of chapter 4.
This happens because the analytical model is based on the anisotropy-type description,
while the transition is driven by the dipolar interaction. Therefore the border line has to
be calculated numerically taking fully into account the dipolar interaction.

The straight line crossing the graph from bottom left to top right shows where the
system has balanced weighted effective anisotropies. As shown in chapter 3 this is the
condition necessary to obtain a canting in the limit of small unit cell, when L � λ. In
Fig. 5.9 some values of the gap ∆θ, i.e., the angular difference between successive stripes,
are given as a function of the ratio L1

λ1
and L2

λ2
. We notice that ∆θ decreases with L. In

fact, as explained in chapter 3, the magnetization oscillates around an average value with
an amplitude that is a function of the width of the unit cell.

The magnetization can reorient from in-plane to out-of-plane (or vice versus) crossing
region 3. The sharpness of the transition, i.e., the interval necessary for the reorientation,
decreases with L as evident by the narrowing of region 3. In the next section we will
study in more detail the spin reorientation transition for systems with varying magnetic
anisotropies.

Now we analyze the role played by the dipolar interaction in the determination of the
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border lines in the diagram of the states. The asymmetry visible at the border between
regions 3 and 4 is due to the different orientation of the magnetization in the stripes of
width L1 and L2. In order to understand this we consider the border at the point where
L2

λ2
= L1

λ1
. From this point any enlargement of L1 leads to a gain in magnetostatic energy

because in these stripes the magnetization is alternated out-of-plane. Therefore, if we
move to higher values of L1 we enter region 4. If we increase L2 from the starting point
there are no changes in the magnetostatic energy because in these stripes the magneti-
zation is in-plane. Therefore if we move to higher values of L2 we stand on the border
between the two regions.

Figure 5.9: Diagram of the magnetic configurations as function of the internal and external
parameters. In regions 1 and 2 the film is uniformly magnetized respectively out-of-plane
and in-plane. In region 3 the magnetization is canted for L � λ. For L > λ patterned
magnetic domains form. In region 4, L � λ and the direction of the magnetization is
alternating in the out-of-plane domains.

The dipolar interaction affects the transition between regions 1 and 3 and regions 2
and 3 in different way. In fact, as pointed out by Elmers [75], the dipolar interaction
scales with ∆θ4 for θ ∼= π

2
and ∆θ2 for θ ∼= 0, where ∆θ is the angle between neighbor

magnetic moments. As a consequence, since the exchange energy scales with ∆θ2, the
transition between the regions 2 and 3 is not influenced by the dipolar interaction. On
the other hand, the transition between regions 1 and 3 changes under the action of
the stray field. In particular region 1 reduces because the stray field tends to modify
the magnetization profile. As explained in section 4.2 the role of the dipolar interaction
increases with the thickness and thus region 1 further reduces. In the same way the gain
in magnetostatic energy of the state with alternated out-of-plane magnetization shifts the
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transition between regions 3 and 4 to lower values of L1

λ1
and L2

λ2
so that region 4 becomes

larger.
Finally, also the effective anisotropy influence the border between different regions. In

section 4.2 we showed that the softer the material is, the stronger is the effect of the stray
field and thus the smaller is region 1. The energy density of the states with non-uniform
magnetization belonging to region 3 reduces with the softness of the material, see Fig. 4.9.
On the other hand, the energy density of the states of region 4 remains almost unchanged
because it is dominated by the symmetry point so that the stray field hardly modify the
magnetic profile. As a consequence, the softer the material is the smaller is region 4.

In conclusion of this section we take a brief overview to the scaling properties of the
diagram in the framework of the anisotropy-type description. In section 4.2 we have
defined two magnetic profiles whose shape is the same after re-scaling of the width of
the unit cell as equivalent. The scale invariance of the system is obtained analyzing
equations (4.11), (4.10) and (4.13). Equations (4.11) and (4.10) are invariant for L1

λ1
= a,

L2

λ2
= b and θ0 = c, where a, b, c are constants. The third condition can be substituted

with λ1

λ2
= d by using equation (4.13). From the conditions of invariance it follows that

each point of the diagram represent more than one state having equivalent magnetization
profiles.

5.2 Spin reorientation transition

In thin films the breaking of symmetry at the surface generates an anisotropy that can
favor either an in-plane or an out-of-plane magnetization [49]. In the first case the film is
always in-plane magnetized because the shape anisotropy favors the same direction. In the
second case the easy axis can turn from out-of-plane to in-plane with increasing thickness
[50]. In fact, the contribution of the shape anisotropy extends all over the film thickness,
while the influence of the surface anisotropy is confined to the two interfaces of the film.
Also the increase of temperature can induce a reorientation of the magnetization from out-
of-plane to in-plane. The reorientation is due to the different temperature dependence
of the magneto crystalline anisotropy constant k(T ) and the shape anisotropy constant
ksh [88, 96]. With increasing temperature, the value of the crystalline anisotropy usually
decreases more rapidly than the magnetization [89, 91]. As a consequence, if for T = 0◦K
the magnetization is perpendicular to the film surface, at a certain critical temperature TR

the system falls into a new state with magnetization parallel to the surface. An additional
reason which brings the magnetization to be parallel to the surface is the increase in
entropy [56, 89]. For small values of the temperature, i.e., T < TR, the contribution of the
entropy is negligible and the magnetization is perpendicular to the surface. For higher
values of the temperature, i.e., T > TR, the entropy is dominant and the magnetization
is parallel to the surface [92].

The spin reorientation transitions (SRT) driven by the variation of the thickness or
the temperature are widely studied and they are usually described in the framework of
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the phenomenological uniform approach, see section 3.1. These transitions take place
through either a state of canting or a state of coexistence. In the first case the transition
is continuous, in the second it is discontinuous [68, 123]. Note that the SRT involving
magnetic domains can be also described in the framework of this approach [119]. This is
valid if the wall width is much smaller than the domain width.

5.2.1 Lateral modulation of the anisotropy and SRT

In this section we show that the lateral variation of the anisotropy due to the presence of a
capping material can induce a spin reorientation transition whose sharpness is a function
of the density of the islands formed during the growth process.

Figure 5.10: Fig.a-c show the reorientation of the magnetization as a function of the
coverage for various values of the width the unit cell. In each figure we plot the projection
of average magnetization along the surface and along the normal to the surface, i.e., m‖
and m⊥. The transition interval is the sharper the smaller the unit cell is, see Fig.d.
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The easy axis of a magnetic thin film can reorient either from in-plane to out-of-plane
or vice versa [86, 93, 94] by deposition of a capping layer. In particular, if the coverage of
the capping is partial (submonolayer coverage), i.e., 0 ≤ L1/L ≤ 1, the surface anisotropy
changes only locally and a spin reorientation transition induced by the variation of the
coverage can be expected [77]. The growth temperature is the fundamental parame-
ter determining the size of the islands and thus the sharpness of the spin reorientation
transition. In general, high density of small islands can be obtained at low deposition
temperatures while bigger islands are obtained when the temperature is increased or the
sample annealed [25, 95].

Figure 5.11: In Fig.a two states are sketched: the first of uniform magnetization, the
second of non-uniform magnetization constituted by domains magnetized in-plane and
out-of-plane. The quantities m⊥ + m‖ and m2

⊥ + m2
‖ are macroscopic measures of the

magnetic states. In Fig.b-d these quantities are plotted as a function of the coverage for
various values of the unit cell. For L = 20 nm the magnetization is almost uniform along
the entire coverage interval. By increasing the width of the unit cell the magnetization
splits into magnetic domains due to the local variation of the anisotropies.
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Let us study the SRT as a function of the submonolayer coverage and of the den-
sity of the stripes. For simplicity we analyze the 1-D case considering a unit cell of
two stripes with periodic boundaries, as shown in the previous sections. The system
considered is formed by 4ML Co on Pd(111) partially covered by island of Pd so that
keff

Pd = −keff
Co = 0.48 · 107 erg

cm3 . The width of the Pd stripes is L1; the width of the
Co stripe is L2. With increasing the submonolayer coverage, that we represent with
R = L1/L, the magnetization rotates from in-plane to out-of-plane. In Fig. 5.10a-c we
show the results of numerical simulations performed for three different values of the unit
cell. The magnetization is plotted versus the coverage. In particular we plot the average
projection of the normalized magnetization along the surface and along the normal to the
surface, i. e. m⊥ = M⊥/Ms =

∑L
i=1 mi,⊥/L and m‖ = M‖/Ms =

∑L
i=1 mi,‖/L. In these

formulas L is the width of the unit cell and i are the points in which it is divided. For
R = 0 the film is magnetized in-plane which corresponds to region 2 in the diagram of
the states of Fig. 5.9. By increasing the submonolayer coverage we move towards region
1 where the film is magnetized out-of-plane. From Fig. 5.9 it is evident that region 3 has
to be crossed as the coverage increases. Therefore the state of non-uniform magnetization
is involved and the reorientation is not discontinuous from in-plane to out-of-plane. The
reorientation transition interval is defined as the submonolayer coverage to be added in or-
der to reorient the magnetization from in-plane to out-of-plane. The interval is a function
of the size of the unit cell and defines the sharpness of the transition, see Fig. 5.10d. The
transitions reported in Fig. 5.10a-c are continuous and they are the sharper the smaller
the unit cell is. In the limit of a wide unit cell the transition interval is directly deter-
mined by the magnetic characteristic length λ, i.e., ϕ ∼ 1− 2λ/L. In fact the minimum
coverage necessary to rotate locally the magnetization direction is the ratio between mag-
netic characteristic length and width of the unit cell. The transition interval versus the
width of the unit cell reduces with an exponential law. In the limit of small unit cell, i.e.,
L� λ the transition tends to be discontinuous. Note that the narrowing of the transition
interval corresponds to the reduction of the area of region 3 for values close to the origin
of the diagram of the states, see Fig. 5.9.

The projections of the average magnetization can be used to study macroscopically
the magnetic states involved in a reorientation transition [77]. If the magnetization is
uniform the sum of the squares of the laterally averaged projections is equal to one, i.e.,
m2
⊥ + m2

‖ = 1, see Fig. 5.11. If the magnetization is alternating in-plane and out-of-plane
the sum of the projections is equal to one, i.e., m⊥ + m‖ = 1. In Fig. 5.11b-d we plot
the two sums as a function of the coverage. If the width of the unit cell is 20 nm, for
R ≤ 0.35 and R ≥ 0.65 we have m2

⊥ + m2
‖ = 1. Therefore the magnetization is uniform.

For 0.35 ≤ R ≤ 0.65 the sum of the squares of the projections is close to one, m2
⊥+m2

‖ ≈ 1.
This means that the magnetization is not completely uniform but slightly modulates due
to the presence of the alternating anisotropies. The sum of the projections can be used
to have additional information on the magnetization. In particular if the magnetization
is almost uniform and its direction is at θ ' 45· with respect to the normal the value of
the sum is m⊥ + m‖ ' 1.4. Since in our example the effective anisotropies balance this
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value is obtained for a coverage R = 0.5, for a width of the unit cell L = 20 nm. By
increasing the width of the unit cell, see Fig. 5.11c-d, the interval of coverage in which
the magnetization is uniform becomes narrower. Besides, m⊥ +m‖ decreases showing the
formation of magnetic domains due to the alternating anisotropies. A way to measure the
splitting of the magnetization in magnetic domains is given by m2

⊥ + m2
‖. The minimum

is obtained for R = 0.5. In this case splitting is maximum and the role played by the
domain walls between successive domains is negligible.

Summarizing, in this section we have studied the spin reorientation transition driven
by coverage variation in magnetic thin films with alternating anisotropies. The sharpness
of the transition is a function of the density of the stripes and it involves different kinds
of magnetic states. The transition is always continuous and it is as sharper as higher
the density of the stripes is. During the spin reorientation, if the width of the unit cell
is much smaller than the magnetic characteristic length, i.e., L � λ, the magnetization
is only slightly non-uniform; if the width of the unit cell is much larger, i.e., L � λ, a
patterned domain configuration form.

5.3 In-plane patterned domains

In this section we extend the analysis performed for systems with alternating in/out-of-
plane uniaxial anisotropies to systems with patterned in-plane anisotropies. The main
difference between these systems is the role played by the dipolar interaction that can
determine the formation of magnetic domains. We have seen that in the monolayer regime
the gain in magnetostatic energy vanishes and the single domain becomes favorable. In
this limit magnetic domains form if the anisotropies modulate on a scale much bigger
than the magnetic characteristic length of the system, i.e., L � λ. Similarly, thin films
in-plane magnetized as single domain can split up into sub-structures if L� λ. Note that
theoretically thin films with in-plane anisotropy are predicted to be single domain [88],
as found experimentally for various systems [121, 122].

5.3.1 Experiment and micromagnetic simulation of Fe on W(001)

The magnetic anisotropy can be patterned on the nanometer scale by controlling the
strain relief [4]. In this section we show how the magnetic properties of a thin film
change as a function of the scale of the pattern. In particular we show that the coercivity
and the anisotropy field can be varied on a wide range of values and that the state of
magnetization depends on the scale considered. These experimental results, obtained for
the system Fe/W(001), fully support the theoretical analysis developed in the previous
chapters for systems with alternating in-out-of-plane effective anisotropies.

The growth mode of Fe on W(001) is a function of the temperature. At around 400 K
the STM analysis reveals layer-by-layer growth. Below 6 ML, MOKE measurements
show that the film is in-plane magnetized with a four-fold magnetic anisotropy with easy
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directions along the 〈110〉 directions. The lattice mismatch causes a tensile strain of 10.4%
in bcc Fe on W(001). Above 4 ML the strain is partially relieved by the formation of
dislocation bundles along the 〈100〉 directions, see Fig. 5.12 [4]. As a consequence the four-
fold symmetry breaks down locally and is substituted by an uniaxial anisotropy directed
along the dislocation lines. In particular, the strain relief takes place where the film is
locally 5 ML thick and islands in the 〈100〉 directions are formed. Since the dimension
of the islands is a function of the growth temprature [95], the density of the stripes that
constitute the network can be tuned, as shown in Fig. 5.12.

Now we correlate the film structure to the macroscopic magnetic properties by mea-
suring the in-plane hysteresis loops in the 〈110〉 and 〈100〉 directions. In Fig. 5.13 we
report the loops obtained with the MOKE technique for the films in Fig. 5.12. The typ-
ical size of the network, i.e., the unit cell of the structure, is L = 5 nm (loop on the left
side) and L = 40 nm (loop on the right side). The easy axis is the 〈110〉 direction, as
shown by the loops in black. Since for L = 5 nm the remanence is smaller than one,
i.e., R〈110〉 = 0.84, we deduce that around H = 0 Oe magnetic domains form. For the
same reason the remanence measured in the 〈100〉 direction is R〈100〉 = 0.59 instead of
R〈100〉 = 0.71, value obtained for a film uniformly magnetized in the 〈100〉 direction. By
increasing the external field the film reaches the saturation after coherent rotation from
the 〈110〉 to the 〈100〉 direction.

Figure 5.12: STM images of Fe films on W(001) deposited between ≈ 360 and ≈ 440 ◦K.
The network, that is 5 ML heigh, is formed by stripes elongated in the 〈100〉 directions.
The anisotropy is uniaxial inside the stripes, directed along their main extension, and
4-fold in the rest of the film, in the 〈110〉 direction. In the figure the width of the stripes
increases with the temperature, from picture a to b. (Images taken from [4])

The main differences between the loops calculated for L = 5 nm and L = 40 nm is the
increasing of the coercive field and of the anisotropy field. The coercivity as a function
of the pattern size is reported in Fig. 5.14a. It increases exponentially, steeply around
L = 75 nm. Interestingly this length is equal to the width of a 90◦-Néel wall [4]. These
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Figure 5.13: Hysteresis loops obtained by means of MOKE measurements. The loops refers
to the films of Fig. 5.12. The unit cell is L = 5 nm (loops on left) and L = 40 nm (loops
on right). Each figure shows the loops measured in the 〈110〉 direction (black dots) and in
the 〈100〉 direction (open dots). (The loops were kindly provided by W. Wulfhekel)

data can be interpreted as follow. For L � λ the exchange energy dominates keeping
the magnetization uniform. The material is soft and the coercive field smaller than 50
Oe. For L � λ the magnetization adapts to the constriction of the anisotropies. As a
consequence the material becomes harder, as already shown in chapter 3 for systems with
alternated anisotropies.

The above analysis is based on average quantities, as obtained by means of MOKE
measurements. By means of micromagnteics we can have a deeper insight into the mag-
netism of these systems. Our goal is to relate the macroscopic picture as obtained by
MOKE with the microscopic one obtained by computer simulation. In the following we
investigate the anisotropy field as a function of the pattern size. The unit cell used sim-
ulate the network of Fig. 5.12 is drawn in Fig. 5.15a. The figure contains four segments
formed by regions with four-fold anisotropy (4 ML thick areas) and by regions with uniax-
ial anisotropy (5 ML thick areas). The values of the anisotropy constants are respectively
k4 = 0.44 M erg

cm3 , as measured by MOKE in flat films of 4ML, and ku = 1 M erg
cm3 , as

measured by a highly sensitive optical deflection technique combined with MOKE [125].
The coverage is ϕ = 0.82, close to the experiment as deduced from Fig. 5.12. Boundary
conditions are imposed to simulate the infinity of the film. The starting condition for
the simulation is a single domain state along the 〈110〉 direction, that is the easy axis
for L = 5 nm and L = 40 nm as shown in Fig. 5.13. Fig. 5.15b-d give the result of the
simulation, respectively for a unit cell of L = 5 nm, L = 40 nm and L = 250 nm. As
supposed above the magnetization is uniform for L � λ and non-uniform for L � λ.
From these states obtained at remanence we calculate the anisotropy field by applying an
external magnetic field in the 〈100〉 direction. The anisotropy field obtained as a function
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Figure 5.14: The plot on the left side shows the coercive field versus the width of the unit
cell. The measurement is performed in the 〈110〉 direction. The plot on the right side
gives the anisotropy field as a function of the width of the unit cell. These values are
obtained by increasing the external field in the 〈100〉 direction until saturation.

of the unit cell are plotted in Fig. 5.14b. For L � λ on each magnetic moment acts
the same average anisotropy, that is in the 〈110〉 direction. In fact the average uniaxial
anisotropy points in the 〈110〉 with an intensity that is a function of the scale of the
system, see Fig.3.10. As a consequence for L � λ its contribution is not important and
only the four-fold anisotropy survives. The anisotropy field of a flat film with four-fold
anisotropy k4 = 0.44 M erg

cm3 in the 〈110〉 direction is Han = 510 Oe. Since the region with
four-fold anisotropy is only 18% of the entire film, the value of the effective anisotropy is
∗H4−fold

an = 0.18 ∗ 510 Oe= 92 Oe, as shown in Fig. 5.14b. For L = 40 nm, see Fig. 5.15c,
the magnetization is not completely uniform and starts to follow the constriction of the
anisotropy. Stripes elongated in different directions start to be magnetically decoupled
and the contribution of the uniaxial anisotropy is no more negligible. For L � λ, see
Fig. 5.15d, the magnetization follows more clearly the anisotropy so that the initial single
domain state transforms in a multi-domain state. The value of the anisotropy energy
becomes a function of the position and the anisotropy field tends to the value obtained
for a flat film with uniaxial anisotropy ku = 1 M erg

cm3 , i.e., Han = 1150 Oe.

In conclusion, we have shown that controlled partial strain relief can be used in
Fe/W(001) to locally pattern the magnetic anisotropies. In these films the macroscopic
magnetic analysis based on MOKE measurements shows a rapid increase of the coercive
field and of the anisotropy field as a function of the scale of the system. These macro-
scopic properties can be explained by studying the system at microscopic level. In this
way we have found that for small values of the scale of the system, i.e., L < λ, the ex-
change energy dominates leading to a uniform magnetization, while as soon as the scale
of the system exceeds the magnetic characteristic length of the system, i.e., L > λ, the
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Figure 5.15: Relation between scale of the pattern and magnetization. Fig.a, that sketches
the anisotropy directions, contains four unit cell. The uniaxial anisotropy is in the 〈100〉
directions. The 4-fold anisotropy is in the 〈110〉 directions. Fig.b-d give the result of the
micromagnetic simulation. By increasing the dimension of the unit cell the magnetiza-
tion varies from a state of single domain to a state of multi-domains. The gray scale is
associated to the directions of the magnetic moments indicated by the arrows.

anisotropy energy dominates favoring the formation of in-plane structures in the 100 nm
range.





Chapter 6

Discussion and conclusion

6.1 Introduction

In ultrathin films with spatially varying magnetic anisotropies the magnetization is forced
to follow the constriction of the anisotropy. The relative importance of the various energy
terms is a function of the scale of the anisotropy patterning. For a geometric scale of the
patterning (indicated with L) smaller or comparable to the magnetic characteristic length
(indicated with λ) the magnetic configuration is modulated. For a geometric scale much
bigger than the magnetic characteristic length large regions of uniform magnetization are
separated by domain walls.

At this point we can notice two important facts. The first is that the patterning of the
anisotropy may induce regions with uniform magnetization separated by walls. This is
interesting because ultrathin films with uniform perpendicular anisotropy are predicted to
be single domain [21, 38, 40], as found experimentally [22]. Here magnetic domains induced
by the patterning of the anisotropy can form, even if the stray field is insufficient to form
them. In these structures, the role of the stray field has to be carefully evaluated. On the
one hand, the film is too thin to permit a spontaneous formation of magnetic domains.
On the other hand, the stray field may determine the direction of the magnetization inside
the regions with uniform magnetization for L� λ, i.e., when the walls do not dominate.
The second fact to be considered is that states with modulated magnetization may appear
when the walls dominate, i.e., for L ≤ λ. In this case the dipolar interaction will play a
marginal role and the magnetic configuration is totally determined by the values of the
anisotropy and the exchange. This magnetic configuration is somehow similar to the one
obtained in the regime of the spin reorientation transition where the shape anisotropy
compensates the surface anisotropy. The difference is the origin of the two structures. In
fact, in the first case the magnetization is determined by the stray field at compensation
of the two anisotropies. In the second case the configuration is due to the local variation
of the anisotropies pointing in different directions. Summarizing, these arguments tell us
that two kinds of magnetic configurations may be expected as a function of the geometric
scale of the system: a modulated state and a multi-domain state, both induced by the local
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variation of the anisotropy. In particular, we may notice that the modulated state shall
transform in a single domain state if one of the local magnetic anisotropies is dominant.

In this work, the state of lowest energy as a function of the system parameters has
been calculated by solving the micromagnetic equation of Brown associated to our prob-
lem. This has been done by using two levels of approximation. In the first the dipolar
interaction is considered anisotropy-like and the calculations are performed analytically
(’anisotropy-type’ description). In the second the dipolar interaction is fully considered
and the analysis is numerical (’fully dipolar interaction’ description). In the ’anisotropy-
type’ description the dipolar energy takes the form of a ”local” quantity. In literature
this description is often used under the assumption that either the magnetization is uni-
form [23, 54] or the film thickness is negligible [75]. In general for films with spatially
varying magnetic anisotropies we expect to have a non-uniform magnetization. However,
the ’anisotropy-type’ description may be used to study the modulated configuration be-
cause in this limit the exchange and the anisotropies determine the structure and because
we study films only a few monolayers thick. In principle this approximation can be used
also to study the magnetic domains induced by the anisotropy patterning. Nevertheless
this choice could be a limit because states with stripes magnetized parallel (’up-up’ con-
figuration) would have the same energy of states with stripes magnetized anti-parallel
(’up-down’ configuration). Therefore in order to study the system for large scales, i.e.,
L� λ, the more suitable ’fully-dipolar interaction’ description was used.

6.2 Discussion

In order to make the reading easier the discussion is grouped in four subsections. Some
of the points discussed, like the canting, rigidly belong to one subsection. Some others,
like the spin reorientation transition, are analyzed in various subsections.

6.2.1 Characterization

The macroscopic investigation based on the analysis of the hysteresis loops calculated
numerically reveals two types of magnetic behaviour as a function of the scale of the
system (section 3.2.2). If the width of the unit cell is smaller or comparable to the
magnetic characteristic length the stripes are tightly exchange coupled. If it is larger the
stripes are weakly exchange coupled. This behavior is different from the one shown by
the system of nanostripes of Fe on W(110) intensively studied in the last years [6, 17].
In this case the stripes with out-of-plane anisotropy show an anti-parallel arrangement
of magnetostatic origin [135]. The period of the system (about 10 nm) is too narrow
to allow any rotation of the magnetization, if the measured anisotropy constant and the
bulk value of the exchange stiffness are used. In subsection 6.2.4 we discuss how to lift
this contradiction. However, the anti-parallel arrangement indicates that the stripes are
weakly exchange coupled, like we expect to have for large scales of the system. The
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coercive field of weakly exchange coupled stripes of the experiment (narrow period) can
be compared with the one of the simulation (large period). The coercive field in the
experiment is two orders of magnitude smaller than for the simulation. In the first case
the system is soft, in the second is hard. The difference may be explained by the kind
of magnetization process. In the simulation the rotation is coherent. In the experiment
probably it takes place through domain wall motion. Actually, spin-polarized tunneling
spectroscopy images reveal that the stripes are subdivided in domains with walls directed
perpendicularly to the stripe elongation [136]. We remark that the anisotropy of the in-
plane stripes has the same direction of the walls and therefore it encourage their formation.
In our case, no preferential direction is imposed in-plane and we find single domain out-
of-plane magnetized stripes. The difference plays an important role in view of a possible
utilization of nanostripes as perpendicular recording media where each stripe correspond
to one bit.

The magnetic properties of the system studied in this thesis are a function of its scale.
In particular the coercive field decreases with the scale of the pattern. This behavior is
due to a compensation of the local anisotropies that average out with scale decrease. At
macroscopic level we can compare thin films with locally varying magnetic anisotropies
with magnetic materials formed by grains [26, 28]. In these materials, if the grain size is
sufficiently small the exchange acts not only inside each grain but also from grain to grain.
As a consequence the exchange coupling tends to align the magnetization of neighbor
grains in the same direction. Groups of grains form regions of uniform magnetization
characterized by a local effective anisotropy whose value is a function of the grain size. The
scale dependence of the effective anisotropy is reflected on the coercive field that decreases
with the grain size [126]. Also the coercive field of Fe on W(100) with anisotropies locally
patterned by partial strain relief is a function of the scale of the system (sec. 5.3.1) [4]. The
film is made of regions with uniaxial anisotropy of easy axis along the 〈100〉 directions and
of regions with four-fold anisotropy with easy axis along the 〈110〉 directions. The system
is in-plane magnetized and the coercive field increases with the scale of the anisotropy
pattern. The trend is coherent with the one shown by polycrystalline magnetic materials.
However, in Fe on W(100) with anisotropies locally patterned the coercive field increases
with exponential law, while in polycrystals it increases with power law L6 (here L is the
grain size) [126].

The macroscopic analysis outlines the main characteristics of the system, but it does
not explain them. A deeper understanding can be achieved at microscopic level by spatial
investigation of the magnetization. In particular in this thesis, the macroscopic picture ob-
tained with the analysis of the hysteresis loops is explained at microscopic level by means
of micromagnetic calculations. For Fe on W(110) with in-plane patterned anisotropies
micromagnetics indicates that for L � λ the uniaxial anisotropy averages out and a
state of uniform magnetization determined by the four-fold anisotropy forms. For L� λ
the magnetization adapts to the constriction of the anisotropies and in-plane patterned
structures in the 100 nm range form. The averaging out for small scales looks like the com-
pensation mechanism between different anisotropies obtained in thin films in the regime
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of the spin reorientation transition [54, 61], but it is different from the one taking place
in polycrystalline materials. In the latter case the effective anisotropy is given by the
average of anisotropies locally random directed. In films with patterned anisotropies the
average is between locally well defined directions. The difference between the two systems
leads to the two mentioned power laws. Nanocrystals embedded in matrix give rise to a
broad range of coercive fields as a function of the grain size and of the anisotropies of the
materials used. The difference in coercivity is due to the nanostructure rather than to the
composition [127]. Also the examination of exchange coupled multilayers shows that the
properties of the system strongly depend on the microstructure [100]. By partial capping
and patterning techniques it is possible to obtain compound ultrathin films that are ex-
pected to show a variety of magnetic behaviors. The investigation of the magnetization
process as a function of the scale and the composition has not yet been performed and is
a challenge for future studies.

6.2.2 Uniform magnetization

The analysis of the hysteresis loops for films with spatially varying magnetic anisotropies
indicates that in the limit of small scales of the patterning the system behaves like a
uniformly magnetized single particle. In this limit, we have modeled the system by means
of a second order anisotropy constant. The direction of the magnetization, either in-plane
or out-of-plane, is determined by the weight of the two stripes (sec. 3.2.3). A reorien-
tation of the easy axis is induced by coverage increase. Experimentally this transition
has been observed for Fe on Cu(100) capped by submonolayer films of Co [77]. In this
experiment the order of the transition has not been investigated. From our model, based
on the assumption of uniform magnetization, a first order spin reorientation transition is
expected. The study of magnetic thin films in proximity of the transition point is impor-
tant from a fundamental point of view and for the applications. Samples with controllable
easy axis may be used as switches. In particular at the critical point of compensation of
the anisotropies completely soft magnetic samples might be obtained. In the past, the
study of fcc Fe on Cu(100) using spin-polarized secondary-electron spectroscopy showed
a vanished remanent magnetization in the regime of the spin reorientation driven by tem-
perature increase [129]. SEMPA measurements showed that the absence of remanence
is due to the formation of magnetic domains [64]. In other systems, Fe on Ag(100) for
instance [115], higher order anisotropies shows up at compensation. In these cases the
magnetic system is not completely soft. The numerical investigation of our system shows
that at compensation a state of canting appears and the model based on the second order
anisotropy fails. The canting can be described by a higher order anisotropy term due to
the microstructure. The value of the fourth order anisotropy constant decreases with the
scale of the system, but it never vanishes. As a consequence the hardness of the material
may be engineered tuning the scale and the coverage of the system, but the magnet is
never completely soft. This behavior is similar to the one obtained by MOKE measure-
ments for films of Co on Cu(110) exposed to CO and partially capped by Cu [70]. In
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this case an absence of remanence was measured at room temperature at compensation.
This result cannot be obtained with our calculations because they are performed at zero
temperature.

By weighting the anisotropies out of the point of compensation magnets of the wished
hardness may be created. In order to engineer the hardness of the sample it is necessary to
know the values of the anisotropy constants. As it will be discussed later, these constants
may be obtained by comparison of the analytical solution of the micromagnetic problem
with the magnetization profiles measured in experiments.

6.2.3 Modulation

The state of canting has been explained neither by the macroscopic analysis nor by the
model based on the assumption of uniform magnetization. The next step is to consider
the magnetization as non-uniform. This is essential not only to study the system in the
regime of canting, but also in the regime of modulation, i.e., for small scales outside the
compensation, and for large scales where the magnetization is free to adapt to the constric-
tion of the anisotropy patterning. For simplicity we modeled the system in one-dimension.
Brown and Shtrikman showed that in a one-dimensional homogeneous ferromagnet all the
solutions in which the magnetization is non-uniform are unstable [36]. As a consequence
a second dimension had be considered to study systems containing walls [27]. At this
point it has to be remarked that the stability of our analytical solution in absence of an
applied external field is guaranteed by the non-homogeneity of the anisotropy.

The analytical solution of the 1-D problem is given in the framework of the ’anisotropy-
type’ description (sec. 4.1). By solving the equation of Brown we obtained the magnetiza-
tion profile and the expression of the energies as a function of the system parameters. The
solution of the problem shows that for L ≤ λ the magnetization is uniform if one of the
effective anisotropies dominates (as modeled by means of second order anisotropies) while
it is non-uniform if they balance. Therefore the macroscopic picture is coherent with the
micromagnetic analysis only if one of the effective anisotropies dominates. Otherwise the
magnetization slightly oscillates around an average value that macroscopically appears
like a uniform canting. Therefore the origin of this state is related to the oscillation and
thus to the spatially alternating anisotropies. Later in this section we will discuss this
relation in the framework of a simplified model. At this point we underline that this result
is obtained in the framework of the ’anisotropy-type’ description. As a consequence the
dipolar interaction does not play any role in the formation of the magnetic microstructure
that is rather due to the balance between the exchange and the effective anisotropies.

The problem of the determination of the geometrical size under which the sample
is uniform magnetized was solved by Brown in the case of fine particles with uniaxial
anisotropy [19]. The author rigorously proved that a sphere is uniformly magnetized below
a certain critical radius determined by the exchange and the anisotropy constants. In the
case of thin film, Thiaville and Fert showed that for transition metals the magnetization is
either in-plane or out-of-plane, but never modulated (or twisted) in the vertical direction
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[23]. In this case, in spite of the local variation of the anisotropy the exchange stiffness
constant is considered to be strong enough to keep all the magnetic moments aligned in
the same direction. This result allowed us to reduce our analysis to one-dimension, i.e.,
the magnetization is considered to vary only laterally. The first author who addressed the
problem for ultrathin films with laterally varying magnetic anisotropies was Elmers, who
calculated the transition point to the uniform configuration using the Jacobi criterion
[75]. This result defines the regions of uniform and non-uniform magnetization, but
does not clarify how the transition point is reached. By means of the solution given in
section 4.1.1 it is possible to study the magnetization profile as a function of the driving
parameter of the transition. For example the transition between non-uniform and uniform
magnetization may be studied by shrinking the scale of the system. Later in the discussion
we will consider the transition between uniform states (from in-plane to out-of-plane) as a
function of the coverage and of the scale of the system. These transitions are continuous
because they involve the state with modulated magnetization.

The comparison of the analytical solution with the magnetization profile obtained ex-
perimentally by laterally resolving techniques [10–12] allows the direct determination of
the anisotropy constants. In general, the magnetic anisotropy can be deduced from the dy-
namic or the static response of the magnetic system [104]. The methods used to measure
the dynamic response, the ferromagnetic resonance (FMR) [62, 105, 106] and the Brillouin
light scattering (BLS) [107, 113] need a sophisticated experimental set-up. The static re-
sponse can be measured by torsion oscillating magnetometry (TOM) [50, 116] or by the
magneto optic Keer-effect (MOKE) [117]. This last method is the most widely used, but
is limited because very large external fields are necessary to saturate the material [118].
If the magnetization direction is a function of the thickness, it is possible to calculate the
anisotropy constants studying the system in the regime of the spin-reorientation transi-
tion. This method, proposed by Oepen et al. [119], is based on the direct imaging of
different magnetic phases obtained in wedge-shape samples of increasing thickness. An-
other possible spin-reorientation mechanism is the one induced by the capping of the film
with an additional overlayer. The critical thickness at which the transition takes place is
function of the relative thickness of the two layers. From this dependence it is possible
to extract the anisotropy constants of the system [94]. The method that we propose is
based on the same physical effect, but only a modulation of the magnetization and not
the complete reorientation is considered. The advantage of our approach is that a single
deposition is sufficient to determine the anisotropy constants in the as grown state by
the direct comparison of the analytical solution with the magnetization profile obtained
experimentally. Besides, once the sample has been prepared, the study of the temperature
dependence of the anisotropy constants becomes immediate since it is sufficient to map
the evolution of the magnetic profile during the increasing of temperature.

A simplification of the one-dimensional micromagnetic model in the limit of small
scales of the system can be given considering the magnetization as non-uniform (sec. 3.2.3).
Inside each stripe the magnetization is assumed to be uniform and described by a single
magnetic moment. At compensation each magnetic moment spilt following the direction
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of the local anisotropy. As a consequence, a fourth-order anisotropy term appears that
describes the canting due to the magnetic microstructure. In literature many systems are
described in the framework of the phenomenological model based on uniform magnetiza-
tion [54]. In this case both the surface and the bulk contribute to the second and the
fourth order anisotropy terms. Usually, due to the thickness or the temperature increase
the canting shows up at compensation between surface and shape anisotropies. In flat
films like Fe/Ag(100) [115] or Co/Ho [58] and in stepped systems like Ni/Cu(100) [110] the
canting can rise from higher orders of the bulk magnetic anisotropy. We underline that in
thin films with spatially varying magnetic anisotropies the fourth order term is not intro-
duced to describe the canting found macroscopically, but it is the result of the alternating
anisotropies. Therefore, the fourth order is a consequence of the microstructure, i.e., a
geometric property, and is not directly due to the crystalline anisotropy, i.e., a material
property. This is the result of the micromagnetic analysis. Of course the system may be
described as well at macroscopic level. In this case the modulation of the magnetization
is neglected and a fourth order term is introduced ad hoc to describe the reorientation
of the easy axis. As soon as the scale of the system increases, the modulation cannot be
neglected anymore. As a consequence the phenomenological model used in literature for
uniform magnetized systems is no more feasible to describe the system.

As mentioned, in thin films with magnetic anisotropy locally changed by the presence
of a capping material a spin reorientation transition (SRT) can be induced by the variation
of the coverage [77]. In the 1-D case of stripes with alternating anisotropies we have
studied the SRT induced by coverage variation as a function of the density of the stripes
(sec. 5.2.1). We have found that the sharpness of the transition is a function of the density
of the stripes, it is always continuous and is the sharper the higher the density of the stripes
is. This investigation has been performed for films magnetically flat, but is in principle
valid also for films with roughness. In this case the local variation of the anisotropy is due
to the thickness dependence of the anisotropy constant. In general the presence of the
roughness leads to a dipolar surface anisotropy that may be not negligible [111]. The effect
is due to the magnetic charges located at the steps’ discontinuities. If the magnetization
rotates along the steps, like in our case, the effect is not present. In other geometries,
like in Fe growth on stepped W(110) [6], the magnetization rotates perpendicularly to the
steps. Therefore the dipolar surface anisotropy contributes to the magnetostatic energy.
The correction is a function of the average deviation from ideal flat film and lateral size
of the flat areas. In the regime of the SRT islands with in-plane anisotropy appear in a
film out-of-plane magnetized. In this case, if the size of the islands is smaller than the
exchange length the film is uniformly out-of-plane magnetized. If the islands are larger
than the exchange length the magnetization rotates in-plane. However, the effect of the
dipolar surface anisotropy should be negligible because the extension of the islands is
of some nanometers [9] while the step discontinuity is of atomic order. The presence of
islands has the same qualitative effect if the material is the same of the underlayer or not.
Therefore the SRT induced by the lateral variation of the anisotropy is always possible.
The question is weather this reorientation mechanism plays a role in the SRT driven by
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the thickness or temperature increasing. In many systems [64, 67, 119] magnetic domains
induced by the dipolar interaction are observed in the regime of the spin reorientation
transition. In these systems the local variation of the anisotropy may contribute to the
nucleation of the domains in the first stage of the transition. However, the role of the
anisotropies is marginal in comparison with the one of the dipolar interaction. The SRT
induced by the local variation of the anisotropy can be studied only far away from the
point of compensation between shape and crystalline anisotropies, i.e., where no domains
induced by the dipolar interaction are expected.

At the end of this section, we mention that in literature stripes domains due to a
modulation of the magnetization around an average values are reported also for Fe-Ni
alloy thin films [28]. In this system the magnetization rotates just a few degree from the
average. The configuration is due to the balance between perpendicular anisotropy and
stray field. We remark that in our case, the origin of the canting is exclusively the local
variation of anisotropy, while the role played by the dipolar interaction is not important.

6.2.4 Patterned magnetic domains

Patterned magnetic domains form if the geometric scale of the system is larger than the
magnetic characteristic length. In this case, the exchange is no more dominant and the
magnetization is free to follow the constriction of the anisotropy patterning. Such a config-
uration has been obtained in Co/Pt multilayers patterned by ion-beam irradiation [108].
The film was initially magnetized out-of-plane. After irradiation alternatively in-plane
and out-of-plane regions were detected. This state is metastable, but not the lowest in
energy. Actually our investigation shows that different magnetic configurations are pos-
sible. For small scales of the system the state with stripes parallel magnetized (’up-up’
configuration) is the lowest in energy. For large scales the state with stripes anti-parallel
magnetized (’up-down’ configuration) is the lowest (sec. 5.1). The transition between the
two configurations is driven by the dipolar interaction that favors the ’up-down’ state. A
system in which the dipolar interaction leads to the ’up-down’ configuration is Fe growth
on vicinal W(110) crystal [6]. In this system 1ML stripes with in-plane easy axis and
2 ML stripes with out-of-plane easy axis Fe grow in step-flow mode parallel to the step
edges of the substrate. The periodicity of the system is about 10 nm and the anisotropy
constants determined by magnetometry. In order to explain the micromagnetic structure,
Elmers et al. [82] assumed a value of the exchange stiffness constant one order smaller
than the bulk value. Spin-polarized scanning tunneling spectroscopy measurements con-
firm the existence of the ’up-down’ configuration [17] and show that the magnetization
profile can not be explained with the assumption of Elmers, since the analysis of walls in
the 2 ML stripes lead to estimate the value of the exchange stiffness constant like in bulk.
The solution may be given by considering different values of the exchange constant in the
stripes with 1 ML or 2 ML. If the constant in the 2 ML stripes is assumed like in bulk
and much smaller in the 1 ML stripes, neighbor stripes are weakly exchanged coupled. As
a consequence the magnetization in the 1 ML stripe is completely in-plane, as measured
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in the experiment [17]. We remark that a recent measure in 1 ML in-plane magnetized
stripes leads to a value of the exchange stiffness much smaller than in bulk [137], proving
our assumption.

Now we discuss the possible utilization of thin films with spatially varying magnetic
anisotropy as high-density magnetic storage media. The increase in the capacity of the
conventional granular recording media is due to the reduction of the grain size [109]. This
leads to a critical size under which the grain is superparamagnetic, i.e., the magnetization
direction is not defined. In order to overcome this limit single magnetic objects like
dots of pillars have been design by lithography and etching techniques [2]. The thermal
stability of the object is determined by the blocking temperature, i.e., by the anisotropy
and the volume of the particle. Since the media is made of a collection of objects, the
magnetostatic coupling has to be considered. It has been shown that the coercive field of
an ensemble of Ni nanowires is a function of the number of wires [112]. Therefore neighbor
objects influence one another. Of course, in order to store the bit information the coupling
has to be sufficiently small to avoid the rotation of the magnetization. This condition
is fulfilled in ultrathin films with spatially varying magnetic anisotropies, because the
role of the dipolar interaction is negligible, as proven by the comparable energy of the
’up-up’ and ’up-down’ states (sec. 4.2). The writing process should be easy, known the
anisotropy of the stripes out-of-plane magnetized. The reading process might be more
difficult because of the weak magnetostatic field created by the stripes. We remark that
the thermal stability of the stripes is guaranteed by their infinite length. In fact, since the
thickness of the stripes is in the monolayer regime and their width is of the order of 10 nm,
their length has to be at least of the order of 100 nm. Moreover, in the out-of-plane stripes
we can exclude domains’ formation that leads to a non divergence-free configuration. The
uniform magnetization of the stripes, that results from our simulations, is a necessary
condition in order to store one bit information inside each stripe. It may be remarked
that patterned magnetic domains induced by the local variation of the anisotropies are
possible only in the limit of ultrathin films where magnetic domains induced by the stray
field may be excluded, at least at low temperatures [21, 22].

The various magnetic configurations obtained as a function of the system parameters
are summarized in a diagram of the states (sec. 5.1.3). In literature similar diagrams have
been proposed by Thiaville and Fert [23] and by Elmers [75]. These diagrams are the result
of analytical calculations where the dipolar interaction is considered anisotropy-like. This
choice is limiting because it leads to neglect the region where the ’up-down’ configuration
is the lowest in energy. As a consequence a richer diagram of the states is obtained if the
anisotropy-type description is substituted by the fully-dipolar interaction description. We
underline that for large scales of the system the ’up-up’ and the ’up-down’ configurations
are comparable in energy since the role of the dipolar interaction is small. However, the
dipolar interaction is sufficient to make the ’up-down’ state the lowest in energy.

Finally we remark that thin films with laterally varying magnetic anisotropies might
be used for domain wall resistivity studies. In particular, since the resistivity of a sample
is a function of the wall width and of the ratio between the wall width and the domain



88 Chapter 6. Discussion and conclusion

size [138] samples with various characteristics may be obtained by tuning geometric and
material parameters.

6.3 Conclusion

Micromagnetic modeling has been applied to ultrathin films with spatially varying mag-
netic anisotropies. From this study we conclude that the anisotropy pattern plays the main
role in the determination of the magnetic configuration. A marginal role is played by the
dipolar interaction that is negligible in first approximation. As a consequence magnetic
domains induced by the dipolar interaction are not found and the state of magnetization
is only a function of the length scale of the anisotropy pattern.

The macroscopic description of the system based on the hypothesis of uniform mag-
netization is not satisfactory. The explanation of the macroscopic behavior is found only
with the analysis of the magnetic microstructure. We conclude that micromagnetics gives
the necessary information for the understanding of systems with spatially varying mag-
netic anisotropy on the nanometric scale.

The variety of characteristics of ultrathin films with spatially varying magnetic aniso-
tropies might be utilized in new magnetoelectronics devices. This possibility is connected
to the development of low-cost nanopatterning techniques. Moreover, high resolution
magnetic imaging is required in order to prove the validity of the micromagnetic modeling.



Zusammenfassung

Diese Arbeit beschäftigt sich mit der Modellierung ultradünner Filme mit auf der Nano-
meterscala räumlich veränderlichen magnetischen Anisotropien im Konzept der mikro-
magnetischen Theorie. Das Interesse an diesen Strukturen begründet sich in der Möglich-
keit der Herstellung dünner, strukturierter, magnetischer Filme in der Nanotechnologie.
Im Besonderen kann die magnetische Anisotropie durch eine teilweise Bedeckung der
Schicht oder auch Spannungsabbau in der Schicht lokal angepasst werden. Die mikro-
magnetische Modellierung verbindet die intrinsischen Eigenschaften des Materials mit
der im Herstellungsvorgang erzielten morphologischen Struktur. Dabei ergibt sich die
folgende Frage: Wie wird die magnetische Konfiguration durch Material- und Geome-
trieparameter bestimmt?

Das hier untersuchte Modellsystem besteht aus einer Serie von unendlich langen Strei-
fen mit alternierender, uniaxialer Anisotropie. Die Einheitszelle des Modellsystems besteht
aus zwei Streifen der Breite L1 und L2, deren leichte Magnetisierungsrichtung senkrecht
bzw. in der Schichtebene liegt. Die statische mikromagnetische Gleichung nach Brown
wird gelöst, um die magnetische Gleichgewichtskonfiguration zu erhalten. Analytische
Lösungen wurden mit Hilfe der Variationsrechung erhalten. In diesem Fall wird die dipo-
lare Wechselwirkung nur als lokal wirkende Entmagnetisierungsenergie berücksichtigt und
ist in dem Anisotropieterm enhalten. Ein Iterationsverfahren wurde verwendet, um nu-
merische Lösungen zu erhalten, die die dipolare Wechselwirkung vollständig berücksich-
tigen.

In dieser Arbeit wird einerseits das makroskopische Verhalten der Magnetisierung, wie
es mit räumlich mittelnden Methoden gemessen werden kann, im Rahmen der mikromag-
netischen Theorie erklärt. Andererseits wird auch direkt das Verhalten von magnetischen
Nanostrukturen, wie es durch hochauflösende magnetische Mikroskopie untersucht werden
kann, behandelt.

Im foldenden werden die Ergebnisse meiner Arbeit zusammengefasst. Dabei beschreibt
L die geometrische Länge des Systems und λ ist die charakteristische magnetische Länge.

• Makroskopische Eigenschaften. Die mittlere Magnetisierung als Funktion eines an-
gelegten äußeren Feldes wurde berechnet. Die Analyse der Hystereseschleife zeigt,
daß das System für L ≤ λ wie ein einzelnes Teilchen mit gleichförmiger Mag-
netisierung verhält. Für L � λ ist die Magnetisierung nicht mehr gleichförmig
und folgt der lokalen Anisotropie.

• Mikroskopische Eigenschaften. Das makroskopische Verhalten des Systems wird
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durch die magnetische Theorie erklärt. Insbesondere wurde die magnetische Härte
der Schicht als Funktion der Längenskala L in numerischen Rechnungen untersucht.
Für L ≤ λ werden die lokalen Anisotropieunterschiede in der Magnetisierung aus-
gemittelt. Das Koerzitivfeld ist klein, d.h. die Struktur ist magnetisch weich.
Für L � λ verursachen die Anisotropieunterschiede eine räumlich veränderliche
Magnetisierungsrichtung in der Sicht und das Koerzitivfeld steigt an. Die Schicht
wird magnetisch hart. Die Resultate werden mit experimentellen Messungen des
magneto-optischen Kerr Effektes an dem System Fe auf W(100), welches ein räumlich
veränderliches Muster der Anisotropie aufgrund von teilweisen Spannungsabbau
zeigt, verglichen.

• 1-D Modell. Nach Lösung der Brownschen Gleichung erhält man das Magnetisie-
rungsprofil als Funktion der Materialparameter. Ein Übergang von räumlich vari-
ierender zu gleichförmiger Magnetisierung erfolgt, wenn die Längenskala L des Sys-
tems reduziert wird.

• Verkippte Magnetisierung. Im Grenzfall L ≤ λ wurde ein Zustand mit schräger
Magnetisierungsrichtung gefunden, falls keine der beiden Anisotropien dominieren.
Die Verkippung, die hier in einem System mit nur zweiter Ordnung Anisotropiekon-
stanten auftritt, wird durch die Mikrostruktur, d.h. eine geometrische Eigenschaft,
und nicht durch eine magnetokristalline Anisotropie höherer Ordnung, d.h. einer
Materialeigenschaft, hervorgerufen.

• Spinreorientierungsübergang. (SRT) Ein SRT wird durch Variation der relativen
Breite L1/L2 der Streifen hervorgerufen. Die Schärfe des Übergangs ist eine Funk-
tion der Längenskala L und wird mit kleiner werdenden L immer schärfer.

• Einfluß der dipolaren Wechselwirkung. Die Korrekturen an dem Magnetiesierungs-
verlauf durch den nichtlokalen Anteil des Streufeldes wurde durch Vergleich der
analytischen Näherungslösungen mit der numerische exakten Lösungen der Brown-
schen Gleichung abgeschätzt. Diese Korrektur ist eine Funktion der Längenskala L
und der effektiven Anisotropien.

• Magnetische Domänen. Verschiedene magnetische Konfigurationen wurden als Funk-
tion der Systemparameter miteinander verglichen. Insbesondere wurden Konfigura-
tionen mit parallel magnetisierten Streifen (up-up Konfiguration) und anti-parallel
magnetisierten Streifen (up-down) miteinander verglichen. Für kleine Ausdehnun-
gen des Systems, L ≤ λ, hat die ’up-up’ Konfiguration die geringste Energie, für
große Ausdehnungen, L� λ, hat dagegen die ’up-down’ Konfiguration die geringste
Energie. Der Übergang zwischen beiden Konfigurationen wird durch die Dipolwech-
selwirkung bestimmt.

• Zustandsdiagramm. Das magnetische Zustandsdiagramm eines Systems mit räumlich
variierender Magnetisierung als Funktion der Systemparameter festgestellt.
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Appendix A

Derivation of equations

Derivation of equation (4.5)

Equations (4.4) and (4.5) are obtained by applying the variational method to equation
(4.1). Here, I show how to calculate equation (4.5), defined in the stripe with in-plane
anisotropy. The procedure to obtain equation (4.4) is similar. The energy per unit area
for the stripe of width L2 is:

GL2 =
∫ L2

0
(A

(
dθ

dx

)2

+ ksh + keff
2 sin2 θ)dx (A.1)

This functional can be minimized by considering an arbitrary small variation δθ(x). In
this way the variation of the energy results:

δGL2 = 2
∫ L2

0
(A

d

dx

dθ

dx
+ keff

2 sin θ cos θ)δθdx (A.2)

Integration by parts brings to:

δGL2 = 2
∫ L2

0
(−A

d2θ

dx2
+ keff

2 sin θ cos θ)δθdx (A.3)

where the condition of symmetry, that gives θ(0) = θ(L2), has been used. The extreme of
equation (A.1) is obtained if δGL2 = 0 for each arbitrary variation δθ(x). This condition
brings to the Euler-Lagrange equation of the problem that is given by:

λ2
2

d

dx

dθ

dx
+ sin θ cos θ = 0 (A.4)

with λ2 =
√
− A

keff
2

> 0. By multiplying for dθ
dx

and integrating by parts, we obtain equation

(4.5):

i
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(
dθ

dx

)2

= −sin2 θ

λ2
2

+ c2 (A.5)

Elliptical integral of the first kind

F (ϕ|m) =
∫ ϕ

0

1√
1−m sin2 θ

dθ (A.6)

Elliptical integral of the second kind

E(ϕ|m) =
∫ ϕ

0

√
1−m sin2 θdθ (A.7)

Definitions
Sine and cosine amplitude:

sn(F (ϕ|m)) = sin ϕ cn(F (ϕ|m)) = cos ϕ (A.8)

Useful properties
Introducing the notation ξ = F (ϕ|m) for the elliptical integral of the first kind we

have:
sn2ξ + cn2η = 1 (A.9)

F (α|m) =
F (β|m−1)√

m
(A.10)

with sin α = sin β/
√

m

dsnξ

du
=
√

(1− sn2ξ)(1−msn2ξ) (A.11)

∫
sn2ξdξ =

ξ − E(ϕ|m)

m
(A.12)

∫
cn2ξdξ =

E(ϕ|m)− (1−m)ξ

m
(A.13)

Derivation of equations (4.10) and (4.11)

F (θx|m)− F (θ0|m) =
x

λ2

√
m

(A.14)
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with m = 1/ sin2 θL2
2

. By using the relation (A.10) equation (A.14) becomes:

F (φx|m−1)− F (φ0|m−1) =
x

λ2

(A.15)

with

sin φx =
√

m sin θx sin φ0 =
√

m sin θ0 (A.16)

The system of equations (A.15) and (A.16) can be compacted in the following manner by
inserting relations (A.16) in equation (A.15):

F (arcsin

 sin θx

sin θL2
2

 | sin2 θL2
2

)− F (arcsin

 sin θ0

sin θL2
2

 | sin2 θL2
2

) =
x

λ2

(A.17)

that is equation (4.10). The analogous of equation (A.14) for the case −L1 ≤ x ≤ 0 can
be deduced from equation (4.6) and results:

F (
π

2
− θx|m)− F (

π

2
− θ0|m) = − x

λ1

√
m

(A.18)

with m = 1/ cos2 θ−L1
2

. By using the relation (A.10) equations (A.18) becomes:

F (φx|m−1)− F (φ0|m−1) = − x

λ1

(A.19)

with
sin φx =

√
m cos θx sin φ0 =

√
m cos θ0 (A.20)

Substituting relations (A.20) in equation (A.19) we obtain equation (4.11):

F (arcsin

 cos θx

cos θ−L1
2

 | cos2 θ−L1
2

)− F (arcsin

 cos θ0

cos θ−L1
2

 | cos2 θ−L1
2

) = − x

λ1

(A.21)

Derivation of equation (4.17)
The following integrals contained in equation (4.16) have to be solved:

I1 =
∫ 0

−L1
2

(
dθx

dx

)2

dx (A.22)

I2 =
∫ L2

2

0

(
dθx

dx

)2

dx (A.23)

Equation (A.16) can be written as:
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θx = arcsin(
√

m2 sin φx) (A.24)

with m2 = sin2 θL2
2

. By using relations (A.8), (A.9) and (A.11) the derivative of equa-

tion (A.24) becomes:

dθx

dx
=

√
m2

λ2

cn(F (φx|m2)) (A.25)

Substituting in integral (A.23) we obtain:

I2 =
m2

λ2

∫ L2
2

0
cn2zdz (A.26)

where z = x
λ2

+ F (φ0|m2) and equation (A.15) has been used. Using relation (A.13)
integral (A.26) becomes:

I2 =
E(φL2

2

|m2)− E(φ0|m2)− (1−m2)
L2

2λ2

λ2

(A.27)

From equation (A.22) in the same way we obtain:

I1 =
E(φ−L1

2

|m1)− E(φ0|m1)− (1−m1)
L1

2λ1

λ1

(A.28)

with m1 = cos2 θ−L1
2

. Finally, substituting integrals (A.27) and (A.28) in equation (4.16)

we obtain equation (4.17).

Derivation of equation (4.20)
To calculate equation (4.20) we need to solve the following integrals:

I1 =
∫ 0

−L1
2

sin2 θxdx (A.29)

I2 =
∫ L2

2

0
sin2 θxdx (A.30)

Using relation (A.20) equation (A.29) becomes:

I1 =
L1

2
−m1I

∗
1 (A.31)

with m1 = cos2 θ−L1
2

and:

I∗1 =
∫ 0

−L1
2

sin2 φxdx (A.32)

Considering equations (A.8) and (A.19) integral (A.32) becomes:
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I∗1 =
∫ 0

−L1
2

sn2(− x

λ1

+ F (φx|m1))dx (A.33)

After the change of variable z = − x
λ1

+ F (φx|m1), using relation (A.12) we obtain:

I∗1 =
L1

2m1

− λ1

m1

(E(φ−L1
2

|m1)− E(φ0|m1)) (A.34)

Substituting in (A.31) we have:

I1 = λ1(E(φ−L1
2

|m1)− E(φ0|m1)) (A.35)

In a similar way we calculate integral I2 using equations (A.15) and (A.16):

I2 =
∫ L2

2

0
sn2(

x

λ2

+ F (φx|m2))dx (A.36)

with m2 = sin2 θL2
2

. Using the new variable z = x
λ2

+ F (φx|m2) and equation (A.12) we

obtain:

I2 =
L2

2
− λ2(E(φL2

2

|m2)− E(φ0|m2)) (A.37)

Finally, inserting integrals (A.36) and (A.37) in equation (4.19) we obtain equation (4.20).
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